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[bookmark: _Ref178064866]RAN2 made some agreements for local re-routing in the last meeting and then had discussed this issue in the follow-up POST email discussions. However, there are still many remaining points to discuss. This document discusses more detailed aspects of all local re-routing related issues.
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Local re-routing is proposed to resolve various situations/issues such as topology-wide fairness, multi-hop latency, congestion mitigation, and BH RLF recovery. It would be worthwhile whether local re-routing is actually effective for each issue or not. To find out this, we discuss and analyze local re-routing thoroughly in the followings.

Local re-routing based on congestion
In the email discussion, it is identified that if the local re-routing is allowed only after a BH RLF as in Rel-16 IAB, the DL congestion problem in the child IAB node may not be properly handled and this may cause another DL congestion problem in the parent IAB node. To resolve this issue, it is proposed that local re-routing is triggered after receiving congestion indication by hop-by-hop flow control and this seems supportive to many companies. For this reason, the rapporteur of the email discussion “[Post112-e][066][eIAB]” makes the proposal for supporting local re-routing based on a congestion indication. We also think this is reasonable and should be supported in Rel-17 IAB.
Proposal 1. RAN2 to support triggering of local re-routing after receiving a congestion indication by hop-by-hop flow control, i.e., legacy hop-by-hop flow control feedback.

For further details, there is a question when to start local re-routing after receiving congestion indication in the email discussion. However, we think this is sort of implementation and it doesn’t need to specify exact start timing of local re-routing after receiving a hop-by-hop flow control feedback from the child IAB node. Actually the required question should be how to configure and control local re-routing. One question can be what kind of flow-control feedback could qualify as a congestion indication. We think that new congestion indication is not needed and the legacy flow control feedback, especially Routing ID, is sufficient. In the below figure, when the node 4 has congestion problem toward node 6, but no problem toward node 5, the node 4 can recognize which Routing ID is toward node 6 and the flow control feedback can include only Routing ID causing congestion problem in node 4, then transmits the flow control feedback to the node 1 according to the current BAP specification. Thus, the current flow control feedback should be a baseline as a congestion indication to trigger local re-routing.
Proposal 2. Rel-16 flow control feedback is a baseline as a congestion indication to trigger local re-routing. 

The next point is CU configuration. If local re-routing is configurable by the IAB donor CU, it is needed to discuss whether local re-routing configuration is per IAB node or per route. 
· Per IAB node configuration;
· Per route configuration.
If local re-routing based on a congestion indication is per IAB node configuration, the IAB node can use all alternative paths for local re-routing after reception of a congestion indication. For example in below figure, when node 1 receives a flow control feedback including Routing ID 8 from node 4, the node 4 can freely select alternative path 2 or 3. However, considering that the closer to the IAB donor node the more downstream links exist in one IAB node, the IAB node may have many alternative paths unnecessarily. In this case, if the IAB node freely selects one of many alternative paths for local re-routing, from IAB donor CU point of view, unpredictable local re-routing may be expected. If the IAB donor CU want to restrict local re-routing to use a set of alternative paths, there should be another configuration for this, e.g., priority.
Observation 1. If per IAB node configuration is applied, the IAB node can freely select one of available alternative paths for local re-routing.
Observation 2. The closer to the IAB donor node, the more downstream links exist in one IAB node. If the IAB node freely selects one of many alternative paths for local re-routing, from IAB donor CU point of view, unpredictable local re-routing may be expected. To prevent this, another RRC configuration, e.g., priority, may be needed.




On the other hand, if per route configuration is used, a set of paths are indicated by the IAB donor CU as a candidate alternative paths for local re-routing. In the above example, if path 2 toward node 3 is configured to allow local re-routing and path 3 toward node 2 is not configured for local re-routing, when the flow control feedback is received from the node 4, the node 1 can select path 2 as an alternative path. If both path 2 and path 3 are not configured for local re-routing, the node 4 considers local re-routing based on congestion indication is not configured and no local re-routing is performed. Furthermore, the operators may want to use a specific path for supporting special QoS management or emergency backup and do not want to allow any local re-routing on this path. For this purpose, per route configuration can make the IAB donor CU configure a path and local re-routing in an IAB node. Considering that the operators would want to have predictable IAB node’s behavior as much as possible even during local re-routing and more controllable local re-routing, per route configuration may be preferable, but anyway this should be discussed in RAN2.
Observation 3. If per route configuration is applied, predictable IAB node’s behaviour during local re-routing and more controllable local re-routing are expected.
Proposal 3. RAN2 discuss whether local re-routing configuration is per IAB node or per route.

Local re-routing based on BH RLF indication
There is on-going discussion to introduce more types of RLF indication, i.e., type-2 RLF indication - “Trying to recover” and type-3 RLF indication - “BH link recovered”, and define the IAB node’s behavior in response to these RLF indications. Given that type-2 RLF indication is used to inform the child IAB node of that BH RLF is detected and trying to recover this BH RLF between the IAB node and the parent node of the IAB node, it is too early to initiate RRC re-establishment upon receiving type-2 RLF indication because the BH RLF may be successfully recovered and staying in the original topology would be better than changing topology in this case. Furthermore, even though the child IAB node can keep transmitting the UL data to the IAB node even after receiving type-2 RLF indication, anyway the IAB node cannot transmit UL data to the parent node of the IAB node until the BH RLF problem is resolved. Thus, upon reception of type-2 RLF indication, initiating RRC re-establishment and transmitting UL data to the IAB node which sends type-2 RLF indication should be avoided. To handle this issue, we think that triggering local re-routing in response to reception of type-2 RLF indication is more reasonable approach if the child IAB node is configured with DC.
Proposal 4. RAN2 to support triggering of local re-routing in response to reception of type-2 RLF indication for the IAB node configured with DC.

Another issue raised in the email discussion is about local re-routing based on upstream type-4 RLF indication. The current type-4 RLF indication is transmitted by the IAB-DU when the IAB-MT detects BH RLF and then fails RRC re-establishment as BH RLF recovery. This means that if the upstream type-4 RLF indication is transmitted by the IAB-MT to the parent IAB node, the IAB-DU should know the fact that a specific IAB-MT declares BH RLF and then also recognize this specific IAB-MT fails RRC re-establishment. Here, as the IAB-DU acts as a network, the question is how the IAB-DU know exact time point of BH RLF declared and RRC re-establishment failed in a specific IAB node. Of course, BH RLF to the specific IAB-MT can be detected by network implementation, but the time point of RRC re-establishment failure at the specific IAB-MT is much more difficult to be known. 
Observation 4. When to send an upstream type-4 RLF indication is ambiguous because it is difficult to know exact time point of BH RLF declared and RRC re-establishment failed, considering the IAB-DU acting as a network.

In addition to the observation 1, a DL flow control feedback may be already transmitted before sending upstream type-4 RLF indication to the parent IAB node because the upstream type-4 RLF indication can be transmitted after recognizing RRC re-establishment failure at the specific IAB-MT, but the DL data would be keeping buffered right after BH RLF is declared. 
Observation 5. A DL flow control feedback may be already transmitted before sending upstream type-4 RLF indication and if the DL flow control feedback already triggers local re-routing as discussed in Rel-17, local re-routing based on upstream type-4 RLF indication may not be necessary. 

According to Rel-16 IAB specification, the child IAB node configured with DC reports a BH RLF problem to the network when legacy downstream type-4 RLF indication is received. The IAB donor CU can recognize the BH RLF problem and will handle all necessary things to resolve this problem. Of course, this needs more time to make the IAB donor node know this problem and if there is no DC at the child IAB node, e.g., the dead-end node, this BH RLF problem cannot be reported to the IAB donor CU. However, in this case, we think that direct reporting of BH RLF problem, by the dead-end node, to the IAB donor CU is a better way than triggering upstream type-4 RLF indication because if the BH RLF is not recovered, anyway topology change is needed and the IAB donor CU will update routing table related to the IAB node declared BH RLF. 
Observation 6. If BH RLF is detected at the dead-end node, topology change is needed and the IAB donor CU will update routing table related to the IAB node declared BH RLF. 
Proposal 5. Local re-routing based on type-4 indication transmitted in upstream direction is not supported. 

Inter-donor-DU local re-routing
The inter-donor DU local re-routing is discussed in RAN3 first and then they made the following agreement in the last meeting:
Inter-donor-DU local re-routing in Rel-17 IAB should be supported; details are FFS
Based on the above RAN3 agreement, RAN2 may need to discuss the following points to support inter-donor-DU local re-routing:
· Whether to update BAP address carried in the BAP PDU or not;
· Whether to discuss IP filtering issue in RAN2 or not;
For updating BAP address while inter-donor DU local re-routing, the current local re-routing in Rel-16 IAB does not allow changing carried BAP address and only BAP address without path ID is used to perform local re-routing. In this condition, even if inter-donor DU local re-routing is performed, BAP address of the BAP PDU is not changed and it is still destined to old donor DU. 
Observation 7. The current local re-routing does not allow changing carried BAP address and the BAP PDU may not be successfully delivered to the new donor DU. 

With observation 4, RAN2 needs to discuss whether changing BAP address carried in the BAP PDU is allowed or not. In our view, clear and simple approach is to update BAP address carried in the BAP PDU only in case inter-donor DU local re-routing because Intra-donor DU local re-routing does not need to update BAP address. One more thing to make this possible is that the IAB node can determine whether inter-donor DU local re-routing or intra-donor DU local re-routing is performed. Considering inter-donor DU migration is performed by a network command, the IAB node can determine whether inter-donor DU local re-routing is needed or not. 
Proposal 6. When inter-donor DU local re-routing is performed, BAP address carried in the BAP PDU is updated to the BAP address of the new donor DU, i.e., no need to update BAP address in case of intra-donor DU local re-routing. 

The proposal 5 makes the BAP PDU delivered to the new donor DU successfully, but now remaining discussion point is about source IP filtering issue. Actually RAN3 solution is already proposed and discussed in RAN3 and source IP filtering seems more RAN3 issue. Thus, RAN2 can wait how RAN3 conclude this IP filtering issue and if they needs some RAN2 involvement, then RAN2 can discuss this issue based on the LS from RAN3. 
Proposal 7. RAN2 wait for more progress to be made in RAN3 on source IP filtering issue. 

Local re-routing based on delay and fairness
Basically, local re-routing is introduced and now enhanced to cover only unexpected situations such as BH RLF, congestion, and inter-donor DU migration. Of course, local re-routing may impact to IAB network because unexpected data will be transmitted other path unlike original intention of IAB donor CU during performing local re-routing. This means that the IAB donor CU may not estimate or know exact condition of the whole IAB network for some time. However, considering that IAB network maintained by the operator, those unexpected situation would happen sporadically. Short and sporadic local re-routing may not be a big issue to manage overall IAB network by the IAB donor CU. 
Observation 8. If local re-routing is allowed only for unexpected situation such as BH RLF, congestion, and inter-donor DU migration, local re-routing may not happen frequently. 

Unlike observation 5, if the IAB node is allowed to perform local re-routing by itself to select the best path based on load or delay, the IAB node would perform local re-routing frequently to find the best path based on real time load and delay. This means that many IAB nodes may perform local re-routing frequently and simultaneously. In the light of this fact, the IAB donor CU may have trouble to support QoS of a new radio bearer due to this lack of information on the IAB network status because frequent and simultaneous local re-routing makes it impossible to estimate or know exact condition of the whole IAB network. 
Observation 9. If the IAB node is allowed to perform local re-routing by itself to select the best path based on load or delay, local re-routing would be performed frequently and simultaneously over whole IAB network. 

Given observation 5 and 6, we think that local re-routing based on the delay and load is not needed and it would be better to support local re-routing only in case of unexpected situations. 
Proposal 8. Local re-routing based on delay and fairness is not supported. 

[bookmark: _Toc450908196][bookmark: _In-sequence_SDU_delivery]Conclusion
Based on the above discussions, we present the following observations:
Observation 1. If per IAB node configuration is applied, the IAB node can freely select one of available alternative paths for local re-routing.
Observation 2. The closer to the IAB donor node, the more downstream links exist in one IAB node. If the IAB node freely selects one of many alternative paths for local re-routing, from IAB donor CU point of view, unpredictable local re-routing may be expected. To prevent this, another RRC configuration, e.g., priority, may be needed.
Observation 3. If per route configuration is applied, predictable IAB node’s behaviour during local re-routing and more controllable local re-routing are expected.
Observation 4. When to send an upstream type-4 RLF indication is ambiguous because it is difficult to know exact time point of BH RLF declared and RRC re-establishment failed, considering the IAB-DU acting as a network.
Observation 5. A DL flow control feedback may be already transmitted before sending upstream type-4 RLF indication and if the DL flow control feedback already triggers local re-routing as discussed in Rel-17, local re-routing based on upstream type-4 RLF indication may not be necessary. 
Observation 6. If BH RLF is detected at the dead-end node, topology change is needed and the IAB donor CU will update routing table related to the IAB node declared BH RLF. 
Observation 7. The current local re-routing does not allow changing carried BAP address and the BAP PDU may not be successfully delivered to the new donor DU. 
Observation 8. If local re-routing is allowed only for unexpected situation such as BH RLF, congestion, and inter-donor DU migration, local re-routing may not happen frequently. 
Observation 9. If the IAB node is allowed to perform local re-routing by itself to select the best path based on load or delay, local re-routing would be performed frequently and simultaneously over whole IAB network. 

Based on the observations, we have following proposals:
Proposal 1. RAN2 to support triggering of local re-routing after receiving a congestion indication by hop-by-hop flow control, i.e., legacy hop-by-hop flow control feedback.
Proposal 2. Rel-16 flow control feedback is a baseline as a congestion indication to trigger local re-routing. 
Proposal 3. RAN2 discuss whether local re-routing configuration is per IAB node or per route.
Proposal 4. RAN2 to support triggering of local re-routing in response to reception of type-2 RLF indication for the IAB node configured with DC.
Proposal 5. Local re-routing based on type-4 indication transmitted in upstream direction is not supported. 
Proposal 6. When inter-donor DU local re-routing is performed, BAP address carried in the BAP PDU is updated to the BAP address of the new donor DU, i.e., no need to update BAP address in case of intra-donor DU local re-routing. 
Proposal 7. RAN2 wait for more progress to be made in RAN3 on source IP filtering issue. 
Proposal 8. Local re-routing based on delay and fairness is not supported. 
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