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Introduction
[bookmark: _Ref178064866]The email discussion “[Post112-e][065][eIAB]” gathered a list of issues which needs to be studied for Fairness/Latency/Congestion and then checked preference/support of each issue. Based on that poll, some focusing on issues were concluded, but there was no sufficient technical discussion to reach this conclusion. This document discusses more details of technical aspects on identified issues and presents our views on each issue.

[bookmark: _Toc462951621][bookmark: _Toc462951630][bookmark: _Toc465023135][bookmark: _Toc465023136][bookmark: _Toc465346829]Discussion
Topology-wide fairness
The below three issues are identified to focus on issues for topology-wide fairness from summary of the email discussion. (The deprioritized issues in the email discussion summary are not considered to discuss)
	Proposal 3:	eIAB work on topology-wide fairness will focus on the following issues:
IF-1: The scheduler of an IAB node does not have all the information needed (e.g. link quality across multiple hops) to make appropriate upstream or downstream scheduling decisions which take into account the overall route link quality (such as e.g. using downstream link quality measurements to adjust the scheduling weights so as to achieve proportional fairness for different bearers/RLC channels across multiple child-IAB nodes)
IF-2: Congestion conditions on BH RLC channels carrying UE bearers with same or similar QoS requirements can be unbalanced and some channels may even be congested, thereby leading to some users experiencing longer latency and violating fairness requirement
IF-4: IAB node cannot give more resource to those BH RLC CHs that aggregate more bearers and/or carry bearers with higher load per bearer (i.e. IAB node cannot give more resource to those BH RLC CHs with higher aggregate load)



In IF-1, the scheduler of the IAB node wants to use the overall route link quality for making appropriate scheduling decisions. The proponents think topology-wide fairness may be improved by using the overall route link quality because link quality across multiple hops is taken into account for every scheduling decision. However, even though an IAB node takes into account the overall route link quality to make proper scheduling decision, this scheduling decision may turn out a bad decision when the scheduled data is arrived at multiple hops away descendent or ascendant IAB node because the link quality can be changed a lot compared to the link quality which was used for scheduling decision at the IAB node being multiple hops away. In addition, since generally link quality is changed frequently, if link quality of multiple hops is taken into account, this requires lots of signaling overhead to reflect the frequently changed link quality of multiple hops for every scheduling decision. Thus, scheduling decision based on link quality across multiple hops may not be helpful for topology-wide fairness.
Observation 1. Since link quality across multiple hops is changed frequently, scheduling decision based on link quality across multiple hops may make a bad scheduling decision and not be helpful for topology-wide fairness.

Someone may argue that the link quality may not be changed frequently compared to legacy UE scenarios because the IAB network is well deployed and managed by the operator. If so, the link quality across multiple hops may not be changed a lot. This means that the additional information for overall route link quality would be almost same in most case. Thus, we doubt whether this overall route link quality is actually needed to make optimized scheduling decision. In this case, it is sufficient to use per hop QoS parameters on each BH RLC/LCH as in Rel-16 rather than overall route link quality for scheduling decision.
Observation 2. If the link quality across multiple hops may not be changed a lot and frequently due to well deployed IAB network, link quality across multiple hops may be useless and per hop QoS parameters on each BH RLC/LCH as in Rel-16 may be sufficient for scheduling decision.

For IF-2, given that Rel-16 IAB is based on centralized configuration by the IAB donor CU, when UEs want to receive a service, the IAB donor CU can know where each UE is attached to the IAB network and how many hops are required to reach each UE. Then, the IAB donor CU can figure out how to satisfy QoS for each UE’s service all over the path. Since QoS is related to LCH (logical channel) priority on each hop, the IAB donor CU can configure/allocate different LCH priority depending on the location of each UE. Furthermore, the IAB donor CU may also consider the number of DRBs on one BH RLC CH (i.e., LCH) and the number of ascendant or descendant IAB nodes while configuring LCH priority for the UE’s service. We think this is network configuration and it is already possible in Rel-16 IAB.
Observation 3. Rel-16 IAB network configuration can consider the number of hops, DRB’s QoS, the number of DRBs on one BH RLC channel, and the number of descendant IAB nodes when per hop QoS parameter (e.g., LCH priority) is determined and configured in the IAB node. 

With observation 3, BH RLC channels carrying UE bearers with same or similar QoS requirements would be balanced and may not be congested in normal case. If there is a BH RLF or a beam blockage, this may cause congestion, but this kind of events will block all transmission of BH RLC channels, not specific BH RLC channels. Thus, we think that if there is congestion on specific BH RLC channels carrying UE bearers with same or similar QoS requirement, it would be bad IAB implementation or configuration.
Observation 4. In normal case, BH RLC channels carrying UE bearers with same or similar QoS requirements would be balanced and may not be congested. However, if bad IAB implementation/configuration may cause congestion on specific BH RLC channels carrying UE bearers with same or similar QoS requirement. 

For IF-4, we actually have a strong concern on this issue and want to know what the problem is here. As addressed in observation 3, normally when a DRB is established, the IAB donor CU can know traffic load of DRB including required QoS roughly and then configures higher LCH priority and parameters to give more resource to those BH RLC CHs that aggregate more bearers, if needed. For example, suppose that traffic load of all bearers are same and BH RLC CH 1 has 2 bearers and BH RLC CH 2 has 4 bearers, the IAB donor CU will configure higher priority on BH RLC CH 2 to give more resource than BH RLC CH 1. As another example, when traffic load of each bearer is different and BH RLC CH 1 has 2 bearers and BH RLC CH 2 has 4 bearers, but if total traffic load of BH RLC CH 1 and 2 are same, in this case, even though BH RLC CH 2 has more bearer than BH RLC CH 1, the IAB donor CU does not need to configure higher priority on BH RLC CH 2 and same priority would be enough to support same traffic load on each BH RLC CH. In the same assumption that BH RLC CH 1 has 2 bearers and BH RLC CH 2 has 4 bearers. If total traffic load of BH RLC CH 1 is two time heavier than BH RLC CH 2, even though BH RLC CH 2 has more bearer than BH RLC CH 1, the IAB donor CU needs to configure higher priority on BH RLC CH 1 than BH RLC CH 2. Thus, we think that just giving more resource to those BH RLC CHs that aggregate more bearers may be bad impact to topology-wide fairness and, from fairness perspective, all traffic loads of each BH RLC CH are already considered in the current Rel-16 configuration.
Observation 5. Just giving more resource to those BH RLC CHs that aggregate more bearers may be bad impact to topology-wide fairness and, from fairness perspective, all traffic loads of each BH RLC CH are already considered in the current Rel-16 configuration.

Based on observation 1 through 5, we disagree the proposal 2 below made in the summary of the email discussion and also hesitate to further study the issues for topology-wide fairness issue, i.e., IF-1, IF-2, and IF-4. 
	Proposal 2:	RAN2 will study topology-wide fairness in greater detail, as there is a clear majority that feels Rel-16 baseline does not provide the Rel-17 required level/degree/scope of fairness.


 
Proposal 1. RAN2 confirms that existing Rel-16 IAB can provide topology-wide fairness. 
Proposal 2. RAN2 discuss whether IF-1, IF-2, and IF-4 in the summary of the email discussion are real issue. 
Multi-hop latency
The followings were made for focusing on issues on multi-hop latency after the email discussion. (The deprioritized issues in the email discussion summary are not considered to discuss)
	Proposal 5:	eIAB work on multi-hop latency will focus on the following issues:
IL-1: IAB node cannot help ensure that overall or remaining PDB is met for a packet (e.g. by prioritizing bearers with higher number of hops), as it does not have a latency reference for the packets being scheduled, resulting in packets with the same QoS requirement ending up with different latency
IL-2: IAB node may need to report joint buffer status for LCHs which have rather differing QoS requirements, due to the current (Rel-16) limit on the number of LCGs
IL-3: Buffer size calculation for pre-emptive BSR may differ for nodes of different vendors as it is left to implementation in Rel-16
IL-5: The CU is unable to put bearers with lower PDB on routes with less congestion risk (higher resource efficiency) or which are RLF-free
IL-6: The CU is unable to configure routing based on actual (real-time) latency per BH RLC channel



For IL-1, when a DRB is established over the IAB network, the IAB donor CU can know whole topology of IAB network and how many hops are required for this DRB. Hence, the IAB donor CU can estimate the required PDB for each hop and configure BH RLC channel for this DRB according to the estimated one hop PDB. Of course, the experienced one hop PDB may vary with IAB node circumstance, but variance of the experienced one hop PDB would be limited in the normal operation. We think that this variance would be large only when unexpected events occurs such as BH RLF and data congestion. However, considering that there are already Rel-16 solutions for the unexpected events and Rel-17 IAB work would further discuss to be recovered from this unexpected event as soon as possible, the experienced one hop PDB may be acceptable even after one unexpected event occurs and the accumulated PDB for a packet can be managed without the proposed enhancement in Rel-17 IAB work. Thus, we think that PDB requirement of the packet can be met in most cases and, only in rare case, accumulated PDB may not be satisfied considering Rel-16 and enhanced Rel-17 solutions. Given observation 6 below, we doubt whether RAN2 needs to develop a mechanism to satisfy PDB requirement even for rare case.   
Observation 6. In normal situation, proper network configuration can make accumulated PDB of the packet meet with PDC requirement of the packet. In unexpected events, Rel-16 and enhanced Rel-17 solutions can reduce transmission interruption and only rare case may not satisfy PDB requirement of packet. 
Proposal 3. PDB management by intermediate IAB nodes is considered as the de-prioritized issue for Rel-17 IAB enhancement. 

For IL-2, we think that it would be good to increase the number of LCGs to provide more accurate scheduling among LCHs for supporting finer QoS provision. In addition, considering that Max LCID is 32 and LCG is 8 in legacy NR, now IAB extended max LCID space up to 65855, but LCG is still 8. Thus, we think that LCG increasing can be considered as Rel-17 IAB enhancement.  
For IL-3, buffer size calculation for pre-emptive BSR is left to implementation in Rel-16. However, since there is no aligned principle for buffer size calculation, some IAB nodes may report the pre-emptive BSR with a larger buffer size information than the expected data volume to be arrived, in order to reduce UL transmission latency and enhance UL transmission efficiency. We think that this may cause unnecessary radio resource waste and competition between IAB nodes to request a larger size of UL grant as early as possible. Thus, it would be good to define buffer size calculation for pre-emptive BSR in Rel-17 IAB work.
Proposal 4. Increasing LCG and buffer size calculation for Pre-emptive BSR are considered as the prioritized issue for Rel-17 IAB enhancement.

For IL-5 and 6, those two issues make the IAB donor CU know some information. We think that basically if the IAB donor CU needs to know some information from the IAB node, RAN3 should study first to make sure that this information is really needed and helpful for the IAB donor node managing the whole IAB network. However, it seems to go opposite way of work. Now, RAN2 tries to study RAN3 issue first with any input or LS from the RAN3. Thus, we think that RAN2 needs to check first those two issues are real issue in RAN3 perspective. 
Proposal 5. All issues related to IAB donor CU should not be discussed in RAN2 without RAN3 inputs.

Congestion mitigation
This section discusses congestion mitigation based on focusing on issues below was made. (The deprioritized issues in the email discussion summary are not considered to discuss)
	IC-1: Long-term downstream congestion on a single link cannot be alleviated using existing Rel-16 DL HbH flow control mechanisms, without having to rely on dropping packets 
IC-7: CU (not having knowledge of local congestion conditions) cannot update the routing path that is experiencing congestion



We think that IC-1 is technically correct and it would be good to fix this problem. However, we are reluctant to say that this is a RAN2 issue because the best way to handle long-term downstream congestion is to make the IAB donor CU-UP throttle down downstream traffics toward long-term congested IAB node. In other words, end-to-end (E2E) flow control would be better option because the E2E flow control can be reached to IAB donor CU-UP. For this, one problem is that the current E2E flow control can be transmitted from access IAB node to IAB donor CU, but the long-term congested IAB node can be an intermediate IAB node. Thus, in our view, the required enhancement is that the intermediate IAB node can transmit the E2E flow control for the BH RLC channels to the IAB donor CU-UP. Having said that, this is RAN3 scope and the related discussion is already started in RAN3. Given this situation, we think RAN2 can start discussion on this issue after seeing the result of RAN3 discussion.
Observation 7. Long-term downstream congestion on a single link cannot be alleviated using existing Rel-16 DL HbH flow control mechanisms, but this can be resolved by E2E flow control which is under discussion in RAN3. 
Proposal 6. RAN2 starts discussion on the issue (i.e.,“Long-term downstream congestion on a single link cannot be alleviated using existing Rel-16 DL HbH flow control mechanisms, without having to rely on dropping packets”) after seeing the result of RAN3 discussion.

For IC-7, this is the IAB donor CU related issue as in IL-5 and IL-6. We think that same argument and reason can be also applicable to IC-7. That is, RAN3 should study first to make sure that this information is really needed and helpful for the IAB donor node managing the whole IAB network. Then, if RAN3 concludes this is really helpful and needed, RAN2 should start discussion on this issue based on the LS from RAN3. 
Proposal 7. The issue which is “CU (not having knowledge of local congestion conditions) cannot update the routing path that is experiencing congestion” should not be discussed in RAN2 without RAN3 inputs.

[bookmark: _Toc450908196][bookmark: _In-sequence_SDU_delivery]Conclusion
Based on the above discussions, we present the following observations:
Observation 1. Since link quality across multiple hops is changed frequently, scheduling decision based on link quality across multiple hops may make a bad scheduling decision and not be helpful for topology-wide fairness.
Observation 2. If the link quality across multiple hops may not be changed a lot and frequently due to well deployed IAB network, link quality across multiple hops may be useless and per hop QoS parameters on each BH RLC/LCH as in Rel-16 may be sufficient for scheduling decision.
Observation 3. Rel-16 IAB network configuration can consider the number of hops, DRB’s QoS, the number of DRBs on one BH RLC channel, and the number of descendant IAB nodes when per hop QoS parameter (e.g., LCH priority) is determined and configured in the IAB node. 
Observation 4. In normal case, BH RLC channels carrying UE bearers with same or similar QoS requirements would be balanced and may not be congested. However, if bad IAB implementation/configuration may cause congestion on specific BH RLC channels carrying UE bearers with same or similar QoS requirement. 
Observation 5. Just giving more resource to those BH RLC CHs that aggregate more bearers may be bad impact to topology-wide fairness and, from fairness perspective, all traffic loads of each BH RLC CH are already considered in the current Rel-16 configuration.
Observation 6. In normal situation, proper network configuration can make accumulated PDB of the packet meet with PDC requirement of the packet. In unexpected events, Rel-16 and enhanced Rel-17 solutions can reduce transmission interruption and only rare case may not satisfy PDB requirement of packet. 
Observation 7. Long-term downstream congestion on a single link cannot be alleviated using existing Rel-16 DL HbH flow control mechanisms, but this can be resolved by E2E flow control which is under discussion in RAN3. 

Based on the observations, we have following proposals:
Proposal 1. RAN2 confirms that existing Rel-16 IAB can provide topology-wide fairness. 
Proposal 2. RAN2 discuss whether IF-1, IF-2, and IF-4 in the summary of the email discussion are real issue. 
Proposal 3. PDB management by intermediate IAB nodes is considered as the de-prioritized issue for Rel-17 IAB enhancement. 
Proposal 4. Increasing LCG and buffer size calculation for Pre-emptive BSR are considered as the prioritized issue for Rel-17 IAB enhancement.
Proposal 5. All issues related to IAB donor CU should not be discussed in RAN2 without RAN3 inputs.
Proposal 6. RAN2 starts discussion on the issue (i.e.,“Long-term downstream congestion on a single link cannot be alleviated using existing Rel-16 DL HbH flow control mechanisms, without having to rely on dropping packets”) after seeing the result of RAN3 discussion.
Proposal 7. The issue which is “CU (not having knowledge of local congestion conditions) cannot update the routing path that is experiencing congestion” should not be discussed in RAN2 without RAN3 inputs.


