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1	Introduction

[bookmark: _Ref178064866]2	Discussion
2.1	Design principles for inter-CU topology adaptation
One of the goals of this Work Item is to study inter-CU topology adaptation mechanisms for IAB. The only two cases to discuss are load balancing and RLF recovery, where a static (i.e., non-mobile) child IAB node has at least two static parent IAB nodes. For static IAB networks, network planning is required to deploy an IAB node under the coverage of two candidate parent nodes
1. [bookmark: _Toc54010953][bookmark: _Toc54276127][bookmark: _Toc61555514]For non-mobile IAB networks, network planning is necessary for ensuring that an IAB node is deployed in the coverage of two parent nodes.
Inter-CU topology adaptation is a very specific case. It requires that an IAB node (or a UE) is under the coverage of two nodes, each of them being controlled by a different donor CU. In a typical network, a donor CU controls a vast area. As a result, there will be a limited number of cells that have an overlapping area covered by other nodes from a different CU. When it comes to real deployment scenarios, IAB nodes are likely to be a small fraction of all the network nodes and are likely to be deployed only in certain areas. Thus, situations in which IAB nodes are exactly deployed between bordering areas of two donor CUs may be rare. 
1. [bookmark: _Toc54010954][bookmark: _Toc54276128][bookmark: _Toc61555515]Situations where IAB nodes are exactly deployed between bordering areas of two IAB-Donor CUs may be rare.
When a UE moves from the coverage area of one cell to another cell, there is a handover, and, if this handover also implies a CU change, the UE context is handed over to the new CU. Moving the context and load of single UE is not the same as moving the context and load of an IAB, its child nodes, and all the UEs connected to these nodes. CUs are dimensioned to handle a certain number of users and a certain amount of traffic; however, they are not designed to handle both their own UEs, their corresponding traffic, and the UEs and traffic served by the adjacent CU. Operators do not plan their networks for the worst case, meaning that CUs will not be dimensioned as described above. Thus, solutions that result in all the contexts being moved from one CU to another CU are not practical from the network CAPEX/OPEX point of view.
1. [bookmark: _Toc61555516][bookmark: _Toc54276129][bookmark: _Ref54014322][bookmark: _Toc54010955]Solutions based on moving all the contexts from one CU to another CU are not practical from the network CAPEX/OPEX perspective.
[bookmark: _Toc61555527]RAN2 to avoid specifying solutions for mobility use case since mobility is not the goal of the IAB Rel-17 WI

2.2	Use cases to address in IAB Rel-17
The occurrence of RLF in border areas between two CUs (i.e. inter-CU RLF recovery scenario) is likely to be a singularity for static and planned networks (purpose of this WI). There is no real use case or business case for solutions to address the RLF for inter-CU cases [1]. Thus, RAN2 should minimize the impact of solutions addressing an extremely rare use case. It would be more constructive to find a solution that addresses the most interesting use case from a business perspective (i.e. load balancing) and that can also be used for RLF recovery.
Load balancing in our view is the only inter-donor migration-related use case that may be justified. When an IAB node is within the coverage of other IAB nodes, there is an opportunity to perform load balancing. Since the network knows about the candidate parent nodes, load balancing mechanism can be started at any time when needed. Measurements are not required since nodes are static and deployed as per network planning strategy. Load balancing is a mechanism to control the load long term i.e. it is meant to react when certain thresholds and criteria are met over a certain period.
Load balancing solutions that keep the UE context in the source CU have additional advantages. First, it completely avoids any reconfigurations towards the UEs or any other node below the IAB node from which load is offloaded, and, second, CUs do not have to be over-dimensioned or their capacity increased.
Since mobility is not the purpose of these enhancements, once the radio conditions become good or the congestion situation which triggered load balancing is resolved, the traffic which was rerouted to a second CU (or DU or IAB) will be taken back to its initial set-up. This needs to be considered when evaluating the different solutions.
[bookmark: _Ref59021269][bookmark: _Toc61555517]When the radio conditions improve and/or the congestion situation is resolved; the re-routed traffic is expected to return to its initial set-up, i.e. moved back to the original CU.
[bookmark: _Toc61555528]RAN2 should focus on load balancing solutions as the main use case for inter-donor migration. It is beneficial if these solutions also address RLF scenarios.
Local re-routing is not a good mechanism for load balancing if local re-routing is based on independent decisions disconnected from any configuration provided by the CU. Load balancing should be monitored, controlled, and configured by the CU. Individual IAB nodes should then perform re-routing based on the configuration provided by the CU. Yet, the architecture to do load balancing is another independent aspect.
2.3	Discussion on solutions
2.3.1	Conditional Handover
Conditional handover was designed in Rel-16 to make mobility more robust. Thus, CHO is a mobility procedure and, in principle, should not be considered. CHO operation is shortly described in [1].
In Rel-16, RAN2 agreed that it would not restrict the combination of IAB with other Rel-15/16 features; however, RAN2 will not do any specification work to fix any problems arisen from a broken feature combination. This means that, from a RAN2 point of view, CHO could potentially be used and, therefore, RAN2 does not need to do anything further. 
[bookmark: _Toc61555518]From a RAN2 point of view, the two features IAB and CHO can be supported and configured and, therefore, RAN2 does not need to do anything further.
For example, taking a closer look at the specification, it is already specified that the IAB node configured with CHO will execute a CHO upon RLF declared in a link towards a parent node, or upon reception of BH RLF indication from the parent node. In particular, as outlined in the following excerpt from TS 38.331, the IAB node configured with CHO will perform the following steps:
1. Declare RLF for the link towards a parent IAB node, or receive BH RLF indication from the parent
2. Initiate a connection re-establishment procedure
3. Perform cell selection according to TS 38.304 rules
4. Apply the CHO configuration if the selected cell was in the list of candidate target cells.

	[bookmark: _Hlk43702702][bookmark: _Toc53006327][bookmark: _Toc52837687][bookmark: _Toc52836679][bookmark: _Toc46486801][bookmark: _Toc46444040][bookmark: _Toc46439203]5.3.10.3	Detection of radio link failure
The UE shall:
………
2>	upon T310 expiry in PCell; or
2>	upon T312 expiry in PCell; or
2>	upon random access problem indication from MCG MAC while neither T300, T301, T304, T311 nor T319 are running; or
2>	upon indication from MCG RLC that the maximum number of retransmissions has been reached; or
2>	if connected as an IAB-node, upon BH RLF indication received on BAP entity from the MCG; or
2>	upon consistent uplink LBT failure indication from MCG MAC while T304 is not running:
……
6>	initiate the connection re-establishment procedure as specified in 5.3.7.
[bookmark: _Toc53006306][bookmark: _Toc52837666][bookmark: _Toc52836658][bookmark: _Toc46486780][bookmark: _Toc46444019][bookmark: _Toc46439182]5.3.7	RRC connection re-establishment
……..
1>	perform cell selection in accordance with the cell selection process as specified in TS 38.304 [20], clause 5.2.6.
[bookmark: _Toc53006309][bookmark: _Toc52837669][bookmark: _Toc52836661][bookmark: _Toc46486783][bookmark: _Toc46444022][bookmark: _Toc46439185]5.3.7.3	Actions following cell selection while T311 is running
Upon selecting a suitable NR cell, the UE shall:
…..
1>	if attemptCondReconfig is configured; and
1>	if the selected cell is one of the candidate cells for which the reconfigurationWithSync is included in the masterCellGroup in VarConditionalReconfig:
2>	apply the stored condRRCReconfig associated to the selected cell and perform actions as specified in 5.3.5.3;




[bookmark: _Toc61555519]According to the Rel-16 specifications, if an IAB node is configured with CHO, it can execute a CHO upon declaring RLF on the link towards the parent node, or upon receiving a BH RLF indication from the parent node.
2.3.1.1	RLF and conditional handover
As we have outlined several times before, RLFs will be rare in a planned and static network. In the hypothetical case that it happens, it could be due to a sudden and total blockage of the transmitter and/or receiver. To be able to perform and recover using CHO, a target cell needs to be already prepared. However, since RLFs cannot be predicted, a large amount of resources would need to be permanently booked in the target cell. Furthermore, as discussed above, it is not reasonable to think that CUs are dimensioned to carry all the traffic from the neighbour CUs in addition to its own.
[bookmark: _Toc61354876][bookmark: _Toc61544198][bookmark: _Toc61544229]When CHO is performed, all the contexts from all affected IABs and UEs are moved from the source CU to the target CU. All UEs must be reconfigured with new keys and this will result in a massive signalling explosion. Of course, it cannot be expected that the network is capable of managing hundreds of simultaneous reconfigurations and, therefore, there may be a considerable delay until each and all of the UEs are reconfigured. Further, the reconfiguration of the UEs is only possible when the affected IABs have been reconfigured too. A failure in any reconfiguration for an IAB would lead to a blackout. This creates a state in which UEs may end up re-selecting to “normal” cells or taking other actions. 
In addition, as indicated in Observation 4, all the signalling and impact will happen again when the traffic is routed back to its initial set-up. 
[bookmark: _Toc61555520]Conditional handover to address RLF requires over-dimensioned CUs, incurring high network CAPAX/OPEX. 
[bookmark: _Toc61555521]Conditional handover solution may incur two re-configurations, one for moving the IAB node and all the served child/UEs to the target CU, and another for moving back everything to the source after the original link conditions improve.
For example, it was argued that in case of IAB, the need to reserve resources in the target CU can be waived. But in this case, it would not be clear to us how the CHO procedure can really work. CHO in fact implies that the UE sends an RRCReconfigurationComplete to the target, not an RRCReestablishmentRequest. Hence, in CHO the IAB node would immediately attach to the target, and if the target did not reserve resource for such incoming IAB node, such IAB node would attach to the target CU even if the target CU did not really admit it. This is obviously not logical from a procedural perspective and break the fundamental principles of the handover preparation and admission control.
[bookmark: _Toc61555522]CHO implies that the candidate target cells are prepared for the incoming HO, i.e., the candidate target cell performs admission control and reserves resources for the UE/IAB node. That is because the UE/IAB node transmits directly an RRCReconfigurationComplete (not an RRCReestablishmentRequest) to the target CU when a CHO is executed.
[bookmark: _Toc61555523]If resource reservation is waived for CHO, the IAB node would attach to the target CU even if the target CU has not admitted it.
For this reason, if it is assumed that the target CU is not required to be prepared for the CHO, then the IAB node should first send RRCReestablishmentRequest in order to allow the IAB node to determine whether to admit or not the incoming IAB node. For this reason, if RAN2 sees the need to address the RLF case, the regular reestablishment procedure should be used. If there is the need to reduce the interruption time, the source CU can early provide (i.e. before the RLF occurs) the target CU with all the IABs/UEs contexts potentially involved, so that the time needed to fetch the contexts from the source is reduced. 
[bookmark: _Toc61555529]If RAN2 sees the need to address the RLF case, the regular reestablishment procedure should be used. To reduce the interruption time due to context fetching, the source CU can early provide (i.e. before the RLF occurs) the target CU with all the IABs/UEs contexts potentially involved.
[bookmark: _Toc61555530]CHO can be used as specified in Rel-16 and should not be further enhanced.
2.3.2	DAPS
Like CHO, Dual Active Protocol Stack (DAPS) is also a mobility solution which was standardized in the URLLC framework with the purpose to achieve 0 ms user plane latency. 
DAPS is based on having two protocol stacks until PDCP. There is one PDCP entity with some shared functions towards the two gNBs and some individual functions towards each gNB. 



Figure 1

IABs do not have a PDCP and, therefore, DAPS cannot be applied to IABs as is. On the other hand, a DAPS-like solution could be foreseen for IABs in which, instead of PDCP, there is a BAP layer. Having independent protocol stacks simplifies both specification impact and implementation impact.
[bookmark: _Toc61555524]IAB nodes do not have PDCP and, thus, DAPS cannot be used as specified. 
[bookmark: _Toc61555531]The legacy Rel-16 DAPS cannot be directly applied to IAB nodes.
2.3.3		Dual Connectivity
IAB uses dual connectivity signalling to enable the connectivity towards two parents. However, this is not the same as configuring the dual connectivity feature for an IAB-MT. From an architecture point of view, it is rather similar. Nevertheless, there are certain issues which need to be addressed. These were discussed in [1]. Using dual connectivity as a mechanism to achieve load balancing requires CU coordination to assign a proper BAP addresses in both the affected IAB node and the second donor IAB. On top of that, all nodes in both networks that are serving the BH RLC channels subject to load balancing will need to be updated. That is because DC operates on PDCP level, and in order to solve the congestion at an intermediate IAB node, the CU needs to reconfigure 
2.3.3.1	Load balancing and DC
When the CU determines that load balancing is needed, the CU starts the procedure requesting to a second CU the resources to offload part of the traffic of a certain IAB node, after which the CUs will negotiate the configuration. The affected IABs and donor DU may need to be updated, for example, with a new BAP address unique in both networks. The affected IABs include the IAB from which traffic is offloaded and also all child IABs from that node. This will also require updates in the routing tables of all nodes in the first network. 
It should also be noted that RAN3 agreed that the BAP address cannot be modified once it is assigned the first time. Thus, if the first assigned BAP address is not suitable for the second CU, the procedure would need to be cancelled.
The IAB-MT will use routing rules provided by the CU to route certain traffic to the first or the second CU. In the DL. Both networks will need to know how to address any child node below the affected IAB node.
2.3.3.2	RLF and DC
DC for RLF can be used in a similar way as for load balancing and has similar issues. An IAB-MT could be configured with specific rules for the RLF and it could also follow the legacy procedure, which allows to transmit the data over the operating link. 
[bookmark: _Toc61555525]A DC-based solution may result in high signalling and coordination between neighbouring CUs.
2.3.4	A DAPS-like solution: Dual IAB Protocol Stack / Dual MT
At the RAN3#110-e meeting, RAN3 agreed that potential solutions for simultaneous connectivity to two donors may include a “DAPS-like” solution. Such a solution would look like the following figure:



Figure 2: Dual IAB Protocol Stack
In essence, the solution comprises two protocol stacks as in DAPS, with the difference that there is a BAP entity(-ies) instead of a PDCP layer. A set of BAP functions could be common, and another set of functions could be independent for each parent node. 
This type of solution reduces the complexity to the minimum and achieves all the goals of the WI, since:
· Each protocol stack can be configured independently using current signalling and procedures increasing robustness. Minimal signalling updates might be needed.
· Only the affected IAB node is reconfigured. Everything is transparent for other nodes and UEs which do not require any reconfiguration; then, decreasing signalling load and increasing robustness.
· It eliminates service interruption, as data can continue flowing over the initial link until the second is set-up.
· It avoids the need of IP/BAP addresses and route IDs coordination between CUs, which reduces significantly the complexity and the network signalling.
[bookmark: _Toc61555526]A DAPS-like solution allows to configure separately the two protocol stack and hence it requires less coordination between CUs.
When the CU determines that load balancing is needed, the CU starts the procedure requesting to a second CU resources to offload part of the traffic of a certain IAB node. The CUs will negotiate the configuration and the second CU will prepare the configuration to apply in the second protocol stack of the IAB-MT, the RLC backhaul channel(s), BAP address(es), etc.
The IAB-MT will use routing rules provided by the CU to route certain traffic to the first or the second CU. In the DL, the IAB-MT will translate the BAP addresses from the second CU to the BAP addresses from the first CU to reach the nodes under the control of the first CU. 
All this means that the only affected node is the IAB from which data is being offloaded and no other node or UE is aware of this situation. All this procedure can be performed with current signalling. Some minor changes are needed.
[bookmark: _Toc61555532]A DAPS-like solution is introduced for addressing load balancing.
[bookmark: _Toc61555533]A DAPS-like solution is based on: 
a. [bookmark: _Toc61555534]Two independent protocol stacks (RLC/MAC/PHY)
b. [bookmark: _Toc61555535]One or two independent BAP entities with some common and some independent functionalities.
c. [bookmark: _Toc61555536]Each CU allocates its own resources (e.g., addresses, BH RLC channels, etc.) without the need for coordination, and configures each protocol stack.

3 Conclusion
In the previous sections we made the following observations: 
Observation 1	For non-mobile IAB networks, network planning is necessary for ensuring that an IAB node is deployed in the coverage of two parent nodes.
Observation 2	Situations where IAB nodes are exactly deployed between bordering areas of two IAB-Donor CUs may be rare.
Observation 3	Solutions based on moving all the contexts from one CU to another CU are not practical from the network CAPEX/OPEX perspective.
Observation 4	When the radio conditions improve and/or the congestion situation is resolved; the re-routed traffic is expected to return to its initial set-up, i.e. moved back to the original CU.
Observation 5	From a RAN2 point of view, the two features IAB and CHO can be supported and configured and, therefore, RAN2 does not need to do anything further.
Observation 6	According to the Rel-16 specifications, if an IAB node is configured with CHO, it can execute a CHO upon declaring RLF on the link towards the parent node, or upon receiving a BH RLF indication from the parent node.
Observation 7	Conditional handover to address RLF requires over-dimensioned CUs, incurring high network CAPAX/OPEX.
Observation 8	Conditional handover solution may incur two re-configurations, one for moving the IAB node and all the served child/UEs to the target CU, and another for moving back everything to the source after the original link conditions improve.
Observation 9	CHO implies that the candidate target cells are prepared for the incoming HO, i.e., the candidate target cell performs admission control and reserves resources for the UE/IAB node. That is because the UE/IAB node transmits directly an RRCReconfigurationComplete (not an RRCReestablishmentRequest) to the target CU when a CHO is executed.
Observation 10	If resource reservation is waived for CHO, the IAB node would attach to the target CU even if the target CU has not admitted it.
Observation 11	IAB nodes do not have PDCP and, thus, DAPS cannot be used as specified.
Observation 12	A DC-based solution may result in high signalling and coordination between neighbouring CUs.
Observation 13	A DAPS-like solution allows to configure separately the two protocol stack and hence it requires less coordination between CUs.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN2 to avoid specifying solutions for mobility use case since mobility is not the goal of the IAB Rel-17 WI
Proposal 2	RAN2 should focus on load balancing solutions as the main use case for inter-donor migration. It is beneficial if these solutions also address RLF scenarios.
Proposal 3	If RAN2 sees the need to address the RLF case, the regular reestablishment procedure should be used. To reduce the interruption time due to context fetching, the source CU can early provide (i.e. before the RLF occurs) the target CU with all the IABs/UEs contexts potentially involved.
Proposal 4	CHO can be used as specified in Rel-16 and should not be further enhanced.
Proposal 5	The legacy Rel-16 DAPS cannot be directly applied to IAB nodes.
Proposal 6	A DAPS-like solution is introduced for addressing load balancing.
Proposal 7	A DAPS-like solution is based on:
a.	Two independent protocol stacks (RLC/MAC/PHY)
b.	One or two independent BAP entities with some common and some independent functionalities.
c.	Each CU allocates its own resources (e.g., addresses, BH RLC channels, etc.) without the need for coordination, and configures each protocol stack.
 
[bookmark: _In-sequence_SDU_delivery]4 References
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