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1	Introduction
To achieve a way forward for the enhancement related to fairness, latency, and congestion, RAN2 has started an email discussion ([Post112e#065][eIAB]). This paper discusses the consolidated issues compiled by the rapporteur under the scope of Post112e#065 and presents our viewpoint over the potential solutions proposed by different companies.
[bookmark: _Ref178064866]2	Discussion
This section provides an overview of each topic covered in the email discussion Post112e#065 and our perspective on these topics.
2.1	Topology-wide fairness
For topology-wide fairness, several issues such as lacking route link quality information by an IAB node scheduler, lacking QoS information and the number of UE bearers mapped to a BH RLC channel by intermediate IAB nodes, lacking information about remaining hops for packets to be scheduled by IAB node, etc., are identified that could not be solved with Rel-16 baseline and/or implementation. However, in our view, some of these issues can be addressed via proper implementation and it is still debatable if to pursue some of these issues in Rel-17 IAB. 
Addressing the issue of how to provide route link quality information to schedulers of IAB nodes not only requires considerable specification work but also will inflict significant signalling overhead during network operation. Besides, it is not clear how this additional information will improve topology-wide fairness, and most important, why the scheduler of an IAB node should take into account the quality of other links. The schedulers of the various IAB nodes should rather act as independent entities, each of them trying to exploit at the best the radio link(s) they are serving. It is not clear what is the benefit of considering the radio quality of non-served radio link. That may just results in an underutilization or unbalanced utilization of the radio link capacity. On the other hand, the issue of unbalanced load on BH RLC channels carrying UE bearers with the same or similar QoS requirements does not need a specification solution as it can be addressed via proper implementation, for instance, by letting the CU to properly balance the traffic across the available/configured BH RLC channels. 

[bookmark: _Toc61527997]Providing information about route link quality to schedulers of IAB nodes requires considerable specification work and inflicts significant signalling overhead, while it is not clear how this will improve topology-wide fairness.
[bookmark: _Toc61527998]The issue of unbalanced load on BH RLC channels carrying UE bearers with the same or similar QoS requirements does not need a specification solution as it can be addressed via proper implementation.
Concerning the issue of how to enable an IAB node to know about the number of UE bearers mapped to BH RLC channels (i.e., for N:1 mapping scheme) so that the IAB node scheduler can provide adequate radio resources accordingly, there are several ways to handle this issue. Some companies proposed to use F1 signaling for communicating this information to IAB nodes, while other companies argued to add additional fields in the BAP header for this purpose. Both these approaches require specification work and cause signalling overhead. 
[bookmark: _Toc61527999][bookmark: _Ref54111362]Enabling the IAB node (via F1 signaling or additional BAP header fields) to know about the number of DRBs/UEs served by a BH RLC channel for QoS purposes might inflict significant signalling overhead.

In particular, it is unclear to see the advantage of the solution in which F1 signalling is used. Besides the overhead to provide an update whenever there is a change on the number of DRBs/UE, it is not clear why the CU could not simply reconfigure via F1 the BH RLC channels, whenever that is needed, e.g. when there is the need to provide a better balance in the traffic load.
[bookmark: _Ref61441343][bookmark: _Toc61528000]It is not clear the advantage of using F1 signalling to provide updates on the number of UEs/DRBs conveyed by a BH RLC Channel. The CU could simply reconfigure the BH RLC channels when there is a high imbalance in the traffic they are handling.
In general, a simple implementation solution for this issue would be to assign a uniform number of DRBs per BH RLC channel and later reconfigures (via F1 signaling) the BH RLC channels, whenever there is a significant imbalance in the traffic load (i.e., number of UE DRBs) carried by such BH RLC channels. In our understanding, it remains unclear what additional benefits the specification solutions (e.g., using F1 signaling and BAP header) would provide over the implementation solution for this issue. 
[bookmark: _Toc61528001]A simple approach for ensuring fair radio resources to BH RLC channels could be to assign a uniform number of DRBs per BH RLC channel and later reconfigures the BH RLC channels when there is a high imbalance in the traffic they are handling.
Furthermore, when considering whether providing the information to IAB nodes about the number (actual or average) of DRBs mapped to each BH RLC channel is an accurate approach for improving topology-wide fairness. Because, the traffic patterns of the UEs/DRBs mapped to a certain BH RLC channel might be very much different from each other, depending not only on the QoS of the traffic, but also on the traffic model generated by the end-user, the radio conditions, the congestion situations at the various intermediate IAB nodes, the number of hops apart, etc. Thus, assuming that a BH RLC channel is always at “full load”, i.e. all packets of this BH RLC channel always convey data for all the UEs/DRBs associated with this BH RLC channel, is not a correct assumption in a real-world scenario.

[bookmark: _Ref54111365][bookmark: _Toc61528002]Assuming that a BH RLC channel is always at “full load”, i.e. the BH RLC channel continuously conveys all the traffics for all DRBs/UEs, is not realistic. The traffic conveyed by one BH RLC channel for the various UEs/DRBs may vary over time depending on a number of factors.
Hence, in our view, topology-wide fairness issues can be addressed via implementation, at least to some extent, e.g., by simply letting the CU properly balance the traffic across the available BH RLC channels. If more granularity is required, RAN2 could consider more efficiently utilize the extended LCID space (i.e., 16 bits) for IAB networks. For example, establishing several BH RLC channels rather than one BH RLC channel for carrying all UE bearers traffic served by an IAB node. In addition, the IAB-donor CU can map the same number of UE bearers to each BH RLC channel and can then maintain/update this mapping whenever the network status changed due to either new UEs connecting to or some existing UEs depart from the network. 
[bookmark: _Toc53242718][bookmark: _Toc61528009]RAN2 to discuss what additional benefits the specification solutions (e.g., using F1 signaling or additional fields in BAP header) would provide over a simple implementation solution of assigning a uniform number of DRBs per BH RLC channel and later reconfiguring the BH RLC channels when there is a high imbalance in the traffic they carry.
In any case, as observed in Observation 4 and Observation 6, if RAN2 eventually decides to pursue some enhancements to the current framework, such enhancements should be adopted in the BAP header rather than F1 signalling, because F1 signaling might be inefficient for frequent updating the mapping of UE bearers to BH RLC channels, and would not give significant gains compared with existing techniques. Including this information in the BAP header would also give the advantage to the IAB node scheduler to always know the exact number of UEs/DRBs contained in a BAP packet. That would be an important feature, considering that the traffic conveyed by one BH RLC channel may vary over time depending on a number of factors.
[bookmark: _Toc61528010]If RAN2 decides to design solutions to improve the fairness, RAN2 should prioritize solutions in which the number of UEs/DRBs is conveyed in a BAP header.
2.2	Multi-hop latency
Several issues related to minimizing multi-hop latency have been raised in RAN2 email discussion Post112e#065. Some of these issues seem quite complex while the potential benefits are not clear. Besides, some of these issues such as “different ways to calculate buffer size for pre-emptive BSR” have been thoroughly discussed in Rel-16 and it was agreed that buffer size calculation may differ for nodes of different vendors and is left to the implementation. Thus, it is not clear why some companies suggested discussing this issue further for Rel-17 IAB network. The fact that different vendors may use different ways to calculate the pre-emptive BSR has not to be seen as a problem. IAB nodes are network nodes, and 3GPP standardization work does not aim at aligning network implementations of different vendors. Additionally, it will be ambiguous and probably require a lot of standardization work to converge on one single mechanism. Given that the objective of the WID are “enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation”, it is not clear how specifying a method to calculate the pre-emptive BSR would allow to achieve those objectives.
[bookmark: _Toc61528003]During IAB Rel-16, it was agreed that buffer size calculation may differ for nodes of different vendors and is left to the implementation. Hence, it is not clear what benefit would bring standardizing the Preemptive BSR calculation, especially considering the potential large standardization work.
When it comes to QoS requirements, the network provides a configuration to meet the required QoS on a bearer basis. The Rel-16 IAB-donor CU knows the network topology under its domain and each backhaul channel and each route that is set up may have different levels of QoS, and hence can lead to different latency. When routing packets, the network may choose an appropriate route to meet the QoS requirements including latency requirements. In addition, the pre-BSR might be able to assist the network to minimize UL latency. Moreover, the network nodes, e.g., intermediate IAB nodes could discard a packet if they cannot commit to the PDB or other QoS parameters.
[bookmark: _Toc61528004]PDB management is part of the network functions to commit and deliver the QoS of a service.
[bookmark: _Toc61528005]Proper configuration of the BH bearers and routes are tools to deliver the committed QoS parameters and an ideal pre-emptive BSR can provide minimum UL latency. 
Additionally, for ensuring PDB management, according to Rel-16 specifications, it is already possible for the CU to configure via F1 the IAB node with a PDB requirement per BH RLC channel. Since the Rel-16 IAB-donor CU knows the network topology under its domain, it can configure the PDB HbH at each node along the path towards an access IAB node. Based on this information, a network node can discard a packet if its scheduler cannot satisfy the PDB for the associated BH RLC channel, without the need to specify any specific discarding rule.
[bookmark: _Toc61528006]In Rel-16, the CU can configure an intermediate IAB node with a per-hop PDB per BH-RLC channel. The IAB node can apply packet discarding policies on the basis of this information and scheduling decisions.
Some companies argued to enhance the current ways to handle HbH latency. One such enhancement is to extend the granularity of PDB configuration, making it possible for the IAB-donor CU to indicate to the IAB node the PDB per BAP destination for traffic mapped to a backhaul RLC channel, rather than just per backhaul RLC channel. However, this information should be conveyed by F1 signalling, and it is up to RAN3 to decide on it. More related to RAN2, it can be discussed, if needed, whether information related to the remaining PDB for a given packet should be transferred from one node to another. However, RAN2 should aim at minimum specification changes, and avoid specifying unnecessary procedures that can be left to the IAB node implementation, e.g., whether to discard a packet or not on the basis of PDB fulfillment. Considering that the PDB is already available at the IAB node, it should be then up to the network implementation to determine when/how to discard a certain packet, as it already happen in non-IAB networks 
[bookmark: _Toc61528011]If RAN2 identifies the need to enhance latency handling, RAN2 should focus on following solutions, such as: 
a. [bookmark: _Toc61528012]Introducing a PDB per BH RLC channel per destination (up to RAN3).  
b. [bookmark: _Toc61528013]Introducing an indication in each packet of the remaining PDB at previous hop.
[bookmark: _Toc61528014]RAN2 to avoid specifying latency-related solutions that can be handled by the IAB node implementation, e.g., packet discarding.
Finally, the topic of “enhancement of LCGs per BH link” was briefly discussed during Rel-16 but was postponed to Rel-17. In our view, this topic can be discussed in the context of ensuring QoS requirements for UL traffic in a multi-hop IAB network.  
[bookmark: _Toc54124999][bookmark: _Toc53991946][bookmark: _Toc61528007]The topic of “enhancement of LCGs per BH link” can be discussed in the context of ensuring QoS requirements for UL traffic in a multi-hop IAB network.
[bookmark: _Toc54166023][bookmark: _Toc61528015]RAN2 to discuss whether LCG ID extension is needed to enhance the pre-emptive BSR operation.
2.3	Congestion mitigation
For congestion mitigation, several issues are highlighted in the email discussion Post112e#065 that cannot be addressed using Rel-16 specifications. However, some issues, such as “information of parent node recovery from BH RLF to child nodes” fell under the scope of topology adaptation discussion (i.e., Post112e#066), hence, this should not be mixed with congestion mitigation. Similarly, the current HbH flow control mechanism can only solve the temporary congestion on a local BH link, not long-term congestion. For long-term congestion, E2E flow control mechanism can be used (and improved if needed) rather than further enhancing the HbH flow control, which fell under RAN3 domain.
[bookmark: _Toc61528008]The issue of informing child nodes about parent node recovery from BH RLF falls under the scope of topology adaptation discussion (Post112e#066), hence, this should not be mixed with HbH congestion mitigation.
[bookmark: _Toc61528016]For long-term congestion, the E2E flow control mechanism be adopted (and improved by RAN3 if needed) rather than further enhancing the HbH technique.
In the email discussion Post112e#065, it was also addressed the issue of the CU not being able to get information on local congestion conditions experienced at the IAB node. While we acknowledge this issue, we also believe that RAN2 standardizion work is not required. RAN3 is in fact already discussing ways to convey via F1 signalling more granular congestion indications, e.g. per BH RLC channels.
[bookmark: _Toc61528017]It is up to RAN3 to specify the necessary signalling to convey congestion information from the IAB node to the CU.
For local congestion mitigation, some companies prefer to employ local (re)routing. However, local (re)routing decisions are made based on limited information and can lead the overall network to a suboptimal state. Therefore, in our view, these local decisions should be made in a controlled way by following a mechanism configured by CU. Furthermore, CU could be information about local congestion conditions, which would facilitate CU to update routing configurations of IAB nodes (if needed) for maintaining a balanced load across all the network segments. In summary, RAN2 should discuss the whole mechanism that includes the CU and local IAB nodes for how to handle local congestion rather than tackling the issue at the local node level.
[bookmark: _Toc61528018]Local decisions by IAB nodes for congestion mitigation should be made in a controlled manner by following a mechanism configured by CU.
[bookmark: _Toc61528019]RAN2 to discuss mechanisms for enabling CU to know about local congestion conditions and updating the routing configuration of IAB nodes under its domain when needed for congestion mitigation.
3	Conclusion
In the previous sections we made the following observations: 

Observation 1	Providing information about route link quality to schedulers of IAB nodes requires considerable specification work and inflicts significant signalling overhead, while it is not clear how this will improve topology-wide fairness.
Observation 2	The issue of unbalanced load on BH RLC channels carrying UE bearers with the same or similar QoS requirements does not need a specification solution as it can be addressed via proper implementation.
Observation 3	Enabling the IAB node (via F1 signaling or additional BAP header fields) to know about the number of DRBs/UEs served by a BH RLC channel for QoS purposes might inflict significant signalling overhead.
Observation 4	It is not clear the advantage of using F1 signalling to provide updates on the number of UEs/DRBs conveyed by a BH RLC Channel. The CU could simply reconfigure the BH RLC channels when there is a high imbalance in the traffic they are handling.
Observation 5	A simple approach for ensuring fair radio resources to BH RLC channels could be to assign a uniform number of DRBs per BH RLC channel and later reconfigures the BH RLC channels when there is a high imbalance in the traffic they are handling.
Observation 6	Assuming that a BH RLC channel is always at “full load”, i.e. the BH RLC channel continuously conveys all the traffics for all DRBs/UEs, is not realistic. The traffic conveyed by one BH RLC channel for the various UEs/DRBs may vary over time depending on a number of factors.
Observation 7	During IAB Rel-16, it was agreed that buffer size calculation may differ for nodes of different vendors and is left to the implementation. Hence, it is not clear what benefit would bring standardizing the Preemptive BSR calculation, especially considering the potential large standardization work.
Observation 8	PDB management is part of the network functions to commit and deliver the QoS of a service.
Observation 9	Proper configuration of the BH bearers and routes are tools to deliver the committed QoS parameters and an ideal pre-emptive BSR can provide minimum UL latency.
Observation 10	In Rel-16, the CU can configure an intermediate IAB node with a per-hop PDB per BH-RLC channel. The IAB node can apply packet discarding policies on the basis of this information and scheduling decisions.
Observation 11	The topic of “enhancement of LCGs per BH link” can be discussed in the context of ensuring QoS requirements for UL traffic in a multi-hop IAB network.
Observation 12	The issue of informing child nodes about parent node recovery from BH RLF falls under the scope of topology adaptation discussion (Post112e#066), hence, this should not be mixed with HbH congestion mitigation.

Based on the discussion in the previous sections we propose the following:

Proposal 1	RAN2 to discuss what additional benefits the specification solutions (e.g., using F1 signaling or additional fields in BAP header) would provide over a simple implementation solution of assigning a uniform number of DRBs per BH RLC channel and later reconfiguring the BH RLC channels when there is a high imbalance in the traffic they carry.
Proposal 2	If RAN2 decides to design solutions to improve the fairness, RAN2 should prioritize solutions in which the number of UEs/DRBs is conveyed in a BAP header.
Proposal 3	If RAN2 identifies the need to enhance latency handling, RAN2 should focus on following solutions, such as:
a.	Introducing a PDB per BH RLC channel per destination (up to RAN3).
b.	Introducing an indication in each packet of the remaining PDB at previous hop.
Proposal 4	RAN2 to avoid specifying latency-related solutions that can be handled by the IAB node implementation, e.g., packet discarding.
Proposal 5	RAN2 to discuss whether LCG ID extension is needed to enhance the pre-emptive BSR operation.
Proposal 6	For long-term congestion, the E2E flow control mechanism be adopted (and improved by RAN3 if needed) rather than further enhancing the HbH technique.
Proposal 7	It is up to RAN3 to specify the necessary signalling to convey congestion information from the IAB node to the CU.
Proposal 8	Local decisions by IAB nodes for congestion mitigation should be made in a controlled manner by following a mechanism configured by CU.
Proposal 9	RAN2 to discuss mechanisms for enabling CU to know about local congestion conditions and updating the routing configuration of IAB nodes under its domain when needed for congestion mitigation.
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