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1	Introduction
In the email discussion (Report of [Post112-e][852][NR R17 SONMDT]  R17 L2M enhancement (vivo)) [1]that took place after the RAN2#112 meeting, companies discussed the new layer-2 measurements that needs to be standardized in Rel-17. However, there were still some open issues especially on the delay measurements that not all companies agreed on. This contribution discusses such measurements and discuss the limitations of some of the proposals versus the others. Further, this contribution also discusses some of the inter node coordination that is required to collect the delay measurements from different split RAN nodes for the QoS monitoring related RAN delay reporting to the CN (core network).
[bookmark: _Ref178064866]2	Discussion
2.1 Total RAN Delay measurement calculation in split bearer without PDCP duplication
In the email discussion[1], companies expressed their opinion on the total delay calculation for the configuration without PDCP duplication.
Q13.2: Which option do you support  for the total delay measurement M6 over MCG/SCG for split bearers without PDCP duplication?
Option 1: the maximum value between two legs;
Option 2: the minimum value between two legs;
Option 3: no differentiation;
Option 4: other (please specify).
	Company
	Option 1/option 2
	Detailed Comments

	vivo
	Option 1
	For split bearers without PDCP duplication, different packets associated to the DRB are sent over the MCG and the SCG. In our understanding, not until the last packet of the concerned DRB is received will the UE be able to obtain the complete information of the bearer. That being said, the overall delay should be the maximum of the delay experienced (until the last packet is received).

	Qualcomm
	Option4
(Weighted Average)
	In the case of packet aggregation, I think the delay should be considered using the weighted average over MN and SN. For example, let us assume the M and N number of packets are received from MN and SN, respectively. Furthermore, let us assume  and  are the delay of packets received over MN and SN then packet delay should be computed as the weighted average. Note that although ul-PDCP delay D1 will be the same, the difference in the delay can come from F1-U/X2/Xn delay in the split bearer.

	OPPO
	Option4
	Agree with Qualcomm

	Ericsson
	Option 4

	As we have proposed in our contribution to RAN2#112 meeting, we need to have the weighted average depending on the #packets sent over MN and #packets sent over SN. See the excerpts from the proposal in R2-2010045.

In MN/SN terminated split bearer scenarios without PDCP duplication in the DL, the total RAN delay is the sum of the following components:
a.	CU-UP delay (D4)
b.	Weighted average of [MCG associated (D1+D2+D3), SCG associated(D1+D2+D3)] wherein the weightage depends on the number of DL packets sent over MCG and SCG during the measurement period.

	[bookmark: OLE_LINK5]Huawei, HiSilicon
	Option 4
	We think that one simple way is to just get the average values of M6 from MN and M6 from SN. For weighted average, we are not clear on how to set the weightage, e.g. for suggestion from Ericsson, whether the number of packets is from MAC/RLC/PDCP or others. In addition, the weighted average method may lead to some complexity to network.

	ZTE
	Option 4
	The solution depends on how we want to use the delay measurement. In our point of view, raw date (separate delay in MN and SN) can provide more information to TCE, where TCE can identify the problem path easily, which also leaves the flexibility for TCE to calculate the results based on its need. For example both data volume and delay measurement of each path can be provided to TCE separately, and TCE  can based on its requirement to either calculate weighted average delay, or aggregate the delay per QoS.

	KDDI
	Option3
	Simple way (just getting the average values of M6 from MN and M6 from SN) is fine, since the network can have some knowledge with regard to the numbers of paclets coming from MN/SN.

	Nokia, Nokia Shanghai Bell
	Option 1
	Network wants to check if there are delay issues. Thus Maximum is the right choice for this.



Summary on Q13.2 
	Method
	Couting

	Option 1
	2 companies (vivo, Nokia)

	Option 3
	1 company (KDDI)

	Option 4a (weighted average)
	3 companies (QC,E///,OPPO)

	Option 4b (simply by average)
	1 companies (HW)

	Option 4c (raw data)
	1 company (ZTE)


No consensus is achieved on this issue, further discussions are definitely needed, but at least we can exclude option 2. 
So, there are five different proposals.
1) raw measurements as received over individual legs 
2) the maximum value between two legs
3) the simple average between two legs 
4) the weighted average between two legs


2.1.1 Solution-1: Raw measurements’ reporting
We believe that the solutions under discussion are only for the QoS monitoring related total RAN delay measurement to core network for URLLC applications. So, in our understanding, the solution-1 above is not applicable as the Core network could like to have a single value rather than having two different values. However, the solution-1 is applicable for immediate MDT related reporting. This is in line with the total RAN delay computation performed in the Rel-16 work wherein the total RAN delay is computed only for the CN related reporting and not for immediate MDT purposes.
1. [bookmark: _Toc61532272]There is no need to compute the total RAN delay for split bearer with PDCP duplication for the immediate MDT related purposes.
1. [bookmark: _Toc61532273]Solution-1 (raw measurements as received over individual legs) is not applicable for CN related reporting as the CN needs to know a single total RAN delay to use for the QoS monitoring purposes.
2.1.2 Solution-2: Maximum value between two legs
Solution-2 proposes a method wherein the maximum value over MN and the SN is to be reported to the CN. In our understanding this is wrong. This is the worst of the average delay as experienced over master leg and secondary leg. It is strange that for all the other deployments (split bearer with PDCP duplication, MN terminated MCG bearer, SN terminated SCG bearer etc.), we report the average RAN delay but for split bearer without PDCP duplication, we end up reporting the worst delay on one leg. 
1. [bookmark: _Toc61532274]In the case of split bearer with PDCP duplication, MN terminated MCG bearer, SN terminated SCG bearer etc., the average RAN delay reported to the CN is the average delay experienced by the packets that were transmitted/received for DL/UL respectively during the measurement period.
1. [bookmark: _Toc61532275]The method captured in Solution-2 results in uneven weighting of the packets and thus results in ‘wrong’ average value for the delay measurement. 

2.1.3 Solution-3: Simple average between two legs
Solution-3 proposes a method wherein a simple average is taken for the observed delay measurement over MCG and the observed delay measurement over SCG. However, we believe this will result in wrong average delay calculation for the scenarios wherein the number of packets sent over MCG and the number packets sent over the SCG are very different. If only one packet is sent over MCG and all the other packets are sent over SCG and if the delay over MCG is larger than the average delay over SCG, using solution-2 we would end up informing the worst case delay as experienced over MCG. This is very different compared to the other deployments (split bearer with PDCP duplication, MN terminated MCG bearer, SN terminated SCG bearer etc.) and we believe this results in wrong reporting to the CN. 
1. [bookmark: _Toc61532276]The method captured in Solution-3 results in uneven weighting of the packets and thus results in ‘wrong’ average value for the delay measurement. 
1. [bookmark: _Toc61532277]The method captured in Solution-3 fails for the scenarios when the number of packets sent over the MCG and the number of packets sent over the SCG are different for the measurement period. 

2.1.4 Solution-4: Weighted average between two legs
In the case of split bearer without PDCP duplication, different packets associated to the DRB are sent over the MCG and the SCG. In such a scenario, the actual delay experienced by different packets during a measurement period would depend on whether the packet was sent over MN or over SN as the delay experienced by these packets could be very different.  Further, as a single measurement KPI needs to be derived for all the packets sent from the CU-UP during the said measurement period, this further depends on the number of packets sent over MCG and SCG. Consider the following example.
	Number of packets sent over MCG during the measurement period
	100 

	Total delay experienced on MN side (other than CU-UP delay): D1+D2+D3
	15ms

	Number of packets sent over SCG during the measurement period
	20

	Total delay experienced on SN side (other than CU-UP delay): D1+D2+D3
	3ms


If a simple averaging of the above measurements are used, then the total RAN delay would be (15 + 3)/2 i.e., 9 ms.  So, the CN is reported that the average packet delay in the RAN is 9ms. However, this is misleading.
1. [bookmark: _Toc61532278]Using simple averaging (solution-3) of total MN delay and total SN delay would result is misleading total RAN delay in the case of split bearers without PDCP duplication where different number of packets are sent over MCG and SCG.
Therefore, there is a need for introducing the weighted averaging the total delay wherein the weightage used is based on the number of packets sent over MCG and SCG during the measurement period for the associated DRB. 
For the associated example given above, the total RAN delay (without CU-UP part) when the weighted averaging delay is used would be:

Based on the above example, it is clear that the weighted average based total RAN delay computation provides the ‘correct’ value of total RAN delay. This principle is equally applicable for UL packets as well.
[bookmark: _Toc61532280]In MN/SN terminated split bearer scenarios without PDCP duplication in the DL, the total RAN delay is the sum of the following components:
a. [bookmark: _Toc61532281]CU-UP delay (D4)
b. [bookmark: _Toc61532282]Weighted average of [MCG associated (D1+D2+D3), SCG associated(D1+D2+D3)] wherein the weightage depends on the number of DL packets sent over MCG and SCG during the measurement period.
[bookmark: _Toc61532283]In MN/SN terminated split bearer scenarios without PDCP duplication in the UL, the total RAN delay is the sum of the following components:
c. [bookmark: _Toc61532284]CU-UP delay (D2.4)
d. [bookmark: _Toc61532285]Weighted average of [MCG associated (D1+D2.1+D2.2+D2.3), SCG associated(D1+D2.1+D2.2+D2.3)] wherein the weightage depends on the number of UL packets sent over MCG and SCG during the measurement period.
Based on the above, there is a need to standardize the measurements associated to the number of packets sent over MCG and the number of packets sent over SCG during the delay measurement related measurement period.
[bookmark: _Toc61532286]Associated to a split bearer, the CU-UP shall log the number of packets sent to the MN DU and the number of packets sent to the SN DU during the measurement period (separately for UL and DL).

2.2 Coordination between MN and SN for total Delay computation associated to CN reporting 
Delay measurement report for QoS purpose towards CN is left out of the above discussion. Total RAN delay needs to be calculated in this scenario; hence multiple delay values are needed to be aggregated in RAN. In the following section, we discuss this aggregation and reporting of total RAN delay towards CN.
2.2.1 MN terminated SCG bearer
As mentioned before, the preferred configuration maintains the principle that the node performing the measurement is the one that configuring the UE also. Furthermore, UE should report to the node configuring the measurement. Figure 6  shows the possible reporting flow between UE and different network elements.
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MN CU-UP
MN DU
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SN CU-CP
SN CU-UP
SN DU
UE

[bookmark: _Ref53479052]Figure 10: Report transfer between UE and network elements (MN terminated SCG bearer)
Thus, different parts of the delay would be needed to transfer to MN CU-UP and aggregated there. It should be noted that D2.3 and D2.4 measurements are already performed in MN CU-UP and available there.
D1: UESN-CU-CPMN CU-CPMN CU-UP
D2.1, D2.2: SN DU MN CU-UP
D3, D4: MN CU-UP
[bookmark: _Toc59531013][bookmark: _Toc61532287]For RAN delay measurement reporting to CN, different RAN delay components in a MN terminated SCG bearer scenario are aggregated at MN CU-UP as follows:
e. [bookmark: _Toc59531014][bookmark: _Toc61532288]MN CU-UP performs D2.3 and D2.4 measurements
f. [bookmark: _Toc59531015][bookmark: _Toc61532289]UE sends D1 measurement to SN CU-CP which is then forwarded to MN CU-CP which in turn forwards it to MN CU-UP.
g. [bookmark: _Toc59531016][bookmark: _Toc61532290]SN DU performs D2.1 and D2.2 measurements and reports it to the MN CU-UP. 
h. [bookmark: _Toc59531017][bookmark: _Toc61532291]MN CU-UP combines these measurements and reports it to the CN.

2.2.2 SN terminated MCG bearer
[bookmark: _Hlk54102020]Similar principle is applied towards SN terminated MCG bearer configurations.
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Figure 11: Report transfer between UE and network elements (SN terminated MCG bearer)
Different parts of the delay are propagated as below-
D1: UE MN CU-CPSN CU-CPSN CU-UP
D2.1, D2.2:  MN DUSN CU-UP
D2.3, D2.4:  SN CU-UP
[bookmark: _Toc59531018][bookmark: _Toc61532292]For RAN delay measurement reporting to CN, different RAN delay components in a SN terminated MCG bearer scenario are aggregated at SN CU-UP as follows:
i. [bookmark: _Toc59531019][bookmark: _Toc61532293]SN CU-UP performs D2.3 and D2.4 measurements
j. [bookmark: _Toc59531020][bookmark: _Toc61532294]UE sends D1 measurement to MN CU-CP which is then forwarded to SN CU-CP which in turn forwards it to SN CU-UP.
k. [bookmark: _Toc59531021][bookmark: _Toc61532295]MN DU performs D2.1 and D2.2 measurements and reports it to the SN CU-UP. 
l. [bookmark: _Toc59531022][bookmark: _Toc61532296]SN CU-UP combines these measurements and reports it to the CN.

2.2.3 MN terminated Split bearer
Similar principle is applied towards SN terminated MCG bearer configurations.
[bookmark: _Ref53480447]MN CU-CP
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Figure 12: Report transfer between UE and network elements (MN terminated Split bearer)
D1: UEMN CU-CP MN CU-UP, UESN CU-CP MN CU-CP MN CU-UP
D2:  MN DU MN CU-UP, SN DU MN CU-UP
D3, D4: MN CU-UP
Since MN and SN schedules UE independently, packet delay in MN and SN leg will vary accordingly, producing two different D1 measurement values. Thus, in our view, an aggregated D1 report from UE is not enough to indicate the reason behind the delay. Hence, as shown in MN CU-CP
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Figure 8, UE needs to send two different D1 measurement reports, one towards MN and another towards SN. Similar understanding is also applicable for SN terminated Split-bearer scenario as shown in Figure 9.
1. [bookmark: _Toc59530988][bookmark: _Toc61532279]In Split bearer deployments, UE observes different D1 measurement values for MN and SN
[bookmark: _Toc59531023][bookmark: _Toc61532297]For RAN delay measurement reporting to CN, different RAN delay components in a MN terminated split bearer scenario are aggregated at MN CU-UP as follows:
m. [bookmark: _Toc59531024][bookmark: _Toc61532298]MN CU-UP performs two D2.3 measurements and a D2.4 measurement
n. [bookmark: _Toc59531025][bookmark: _Toc61532299]UE sends one D1 measurement to MN CU-CP which is then forwarded to MN CU-UP.
o. [bookmark: _Toc59531026][bookmark: _Toc61532300]UE sends another D1 measurement to SN CU-CP which is then forwarded to MN CU-CP which is then further forwarded to MN CU-UP.
p. [bookmark: _Toc59531027][bookmark: _Toc61532301]MN DU performs D2.1 and D2.2 measurements and reports it to the MN CU-UP.
q. [bookmark: _Toc59531028][bookmark: _Toc61532302]SN DU performs D2.1 and D2.2 measurements and reports it to the MN CU-UP. 
r. [bookmark: _Toc59531029][bookmark: _Toc61532303]MN CU-UP combines these measurements and reports it to the CN.

2.2.4 SN terminated Split bearer
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[bookmark: _Ref53482130]Figure 13: Report transfer between UE and network elements (SN terminated Split bearer)
D1: UE   MN CU-CP  SN CU-CP SN CU-UP, UE SN CU-CPSN CU-UP
D2:  MN DU  SN CU-UP, SN DU  SN CU-UP
D3, D4: SN CU-UP
[bookmark: _Toc59531030][bookmark: _Toc61532304]For RAN delay measurement reporting to CN, different RAN delay components in a SN terminated split bearer scenario are aggregated at SN CU-UP as follows:
s. [bookmark: _Toc59531031][bookmark: _Toc61532305]SN CU-UP performs two D2.3 measurements and a D2.4 measurement
t. [bookmark: _Toc59531032][bookmark: _Toc61532306]UE sends one D1 measurement to SN CU-CP which is then forwarded to SN CU-UP.
u. [bookmark: _Toc59531033][bookmark: _Toc61532307]UE sends another D1 measurement to MN CU-CP which is then forwarded to SN CU-CP which is then further forwarded to SN CU-UP.
v. [bookmark: _Toc59531034][bookmark: _Toc61532308]SN DU performs D2.1 and D2.2 measurements and reports it to the SN CU-UP.
w. [bookmark: _Toc59531035][bookmark: _Toc61532309]MN DU performs D2.1 and D2.2 measurements and reports it to the SN CU-UP. 
x. [bookmark: _Toc59531036][bookmark: _Toc61532310]SN CU-UP combines these measurements and reports it to the CN.
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	4/4	
Conclusion
In the previous sections we made the following observations: 
Observation 1	There is no need to compute the total RAN delay for split bearer with PDCP duplication for the immediate MDT related purposes.
Observation 2	Solution-1 (raw measurements as received over individual legs) is not applicable for CN related reporting as the CN needs to know a single total RAN delay to use for the QoS monitoring purposes.
Observation 3	In the case of split bearer with PDCP duplication, MN terminated MCG bearer, SN terminated SCG bearer etc., the average RAN delay reported to the CN is the average delay experienced by the packets that were transmitted/received for DL/UL respectively during the measurement period.
Observation 4	The method captured in Solution-2 results in uneven weighting of the packets and thus results in ‘wrong’ average value for the delay measurement.
Observation 5	The method captured in Solution-3 results in uneven weighting of the packets and thus results in ‘wrong’ average value for the delay measurement.
Observation 6	The method captured in Solution-3 fails for the scenarios when the number of packets sent over the MCG and the number of packets sent over the SCG are different for the measurement period.
Observation 7	Using simple averaging (solution-3) of total MN delay and total SN delay would result is misleading total RAN delay in the case of split bearers without PDCP duplication where different number of packets are sent over MCG and SCG.
Observation 8	In Split bearer deployments, UE observes different D1 measurement values for MN and SN

Based on the discussion in the previous sections we propose the following:
Proposal 1	In MN/SN terminated split bearer scenarios without PDCP duplication in the DL, the total RAN delay is the sum of the following components:
a.	CU-UP delay (D4)
b.	Weighted average of [MCG associated (D1+D2+D3), SCG associated(D1+D2+D3)] wherein the weightage depends on the number of DL packets sent over MCG and SCG during the measurement period.
Proposal 2	In MN/SN terminated split bearer scenarios without PDCP duplication in the UL, the total RAN delay is the sum of the following components:
a.	CU-UP delay (D2.4)
b.	Weighted average of [MCG associated (D1+D2.1+D2.2+D2.3), SCG associated(D1+D2.1+D2.2+D2.3)] wherein the weightage depends on the number of UL packets sent over MCG and SCG during the measurement period.
Proposal 3	Associated to a split bearer, the CU-UP shall log the number of packets sent to the MN DU and the number of packets sent to the SN DU during the measurement period (separately for UL and DL).
Proposal 4	For RAN delay measurement reporting to CN, different RAN delay components in a MN terminated SCG bearer scenario are aggregated at MN CU-UP as follows:
a.	MN CU-UP performs D2.3 and D2.4 measurements
b.	UE sends D1 measurement to SN CU-CP which is then forwarded to MN CU-CP which in turn forwards it to MN CU-UP.
c.	SN DU performs D2.1 and D2.2 measurements and reports it to the MN CU-UP.
d.	MN CU-UP combines these measurements and reports it to the CN.
Proposal 5	For RAN delay measurement reporting to CN, different RAN delay components in a SN terminated MCG bearer scenario are aggregated at SN CU-UP as follows:
a.	SN CU-UP performs D2.3 and D2.4 measurements
b.	UE sends D1 measurement to MN CU-CP which is then forwarded to SN CU-CP which in turn forwards it to SN CU-UP.
c.	MN DU performs D2.1 and D2.2 measurements and reports it to the SN CU-UP.
d.	SN CU-UP combines these measurements and reports it to the CN.
Proposal 6	For RAN delay measurement reporting to CN, different RAN delay components in a MN terminated split bearer scenario are aggregated at MN CU-UP as follows:
a.	MN CU-UP performs two D2.3 measurements and a D2.4 measurement
b.	UE sends one D1 measurement to MN CU-CP which is then forwarded to MN CU-UP.
c.	UE sends another D1 measurement to SN CU-CP which is then forwarded to MN CU-CP which is then further forwarded to MN CU-UP.
d.	MN DU performs D2.1 and D2.2 measurements and reports it to the MN CU-UP.
e.	SN DU performs D2.1 and D2.2 measurements and reports it to the MN CU-UP.
f.	MN CU-UP combines these measurements and reports it to the CN.
Proposal 7	For RAN delay measurement reporting to CN, different RAN delay components in a SN terminated split bearer scenario are aggregated at SN CU-UP as follows:
a.	SN CU-UP performs two D2.3 measurements and a D2.4 measurement
b.	UE sends one D1 measurement to SN CU-CP which is then forwarded to SN CU-UP.
c.	UE sends another D1 measurement to MN CU-CP which is then forwarded to SN CU-CP which is then further forwarded to SN CU-UP.
d.	SN DU performs D2.1 and D2.2 measurements and reports it to the SN CU-UP.
e.	MN DU performs D2.1 and D2.2 measurements and reports it to the SN CU-UP.
f.	SN CU-UP combines these measurements and reports it to the CN.
[bookmark: _In-sequence_SDU_delivery]
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