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1	Introduction
In this paper, we present our analysis and conclusions on the various latency solution. Further broadcast delays which is one of the important aspects have also been covered here. Also, how efficient signalling in terms of rich reporting can reduce delay has also been discussed. Architecture and capability storage discussion have also been captured in this document.
[bookmark: _Ref178064866]2	Latency Solutions Discussion
2.1	Broadcast Delays
It is considered that the positioning application would be even more widely used in coming few years. Broadcast would play a key role in providing mass scale positioning solutions. However, RAN2 should also analyse the delays that may happen during broadcast in the end to end delay analysis.
Around 40 posSIBs have been defined for broadcast. The main purpose of broadcast is to be able to reduce the signalling load from point to point dedicated signalling. From NW perspective, positioning is one application/use case that needs to be supported along with other data communications. Resources need to be scheduled in a fair proportional way. Hence, the standard should allow flexibility in how NW can deliver the posSIBs along with serving the data communication.
Even considering a modest posSIB scheduling; 
· shortest SI window length with 15KhZ numerology would give 5ms SI window length. 
· The SI periodicity can be any value (rf8, rf16, rf32, rf64, rf128, rf256, rf512). Considering NW uses a moderate periodicity of rf128 for GNSS Almanac which has 3 segments

the total delay would be Periodicty*NumberOfSegments + NumberOfSegments*SI_WindowLenghth = 1280*3 + 3*5 = 3885ms. 
[bookmark: _Toc61561862]Broadcast delays are also substantial and cannot be ignored.
[bookmark: _Toc61561869]RAN2 to document also broadcast delays in TR.
2.1.1	Separate and Short SI Window for posSIB
Currently SI-windows with same length for all SI messages is configured. By introducing a separate SI window length for the SI messages carrying positioning SIBs, it is possible to configure this window short enough, without consideration of any legacy SIB impact. The SI window length can be set to a value as short as 1ms which gives quite some SI message resources to select from for the SI messages containing positioning SIBs, as illustrated by Figure 1. The short SI window also has the advantage of shortening the acquisition time of multiple segments and also of all positioning SIBs that is of interest for the UE.
[image: ]
Figure 1. Legacy and new SI messages with two different SI window lengths
Observation 1	Feature with a dedicated SI window length for positioning SIB SI messages can increase the capacity of the SI messages and reducing delay.
[bookmark: _Toc61561870]Adjustable and Short SI Window length of 1 slot is considered in Rel-17 for posSIBs.
2.1.2	Each Segment in different SI message
In order to reduce broadcast delays, it should be made possible that each posSIB segment are sent in a separate back to back SI messages. Considering 3 segments of a posSIB; if each segment is scheduled back to back in different SI messages, it will reduce the latency. Thus, delay incurred by SI periodicity can be removed; the total delay would be only SI_WindowLength*NumberOfSegments.
[bookmark: _Toc61561871]Flexible SI scheduling allowing back to back delivery of posSIB segments is considered to reduce broadcast delays.
2.1.3	Unicast Tag
The unicast tag discussion was postponed to Rel-17. This is one of the important enhancements needed for flexibly delivering massive amount of AD.  It gives clear design and saves UE power by not having to listen to broadcast when NW intends to deliver a content using RRC connected mode procedure. Further, the UEs which transits to connected mode for obtaining AD via LPP can instead obtain AD from RRC which will save signalling load and latency.
[bookmark: _Toc61561872]Unicast tag is supported to minimize latency and reduce LPP signalling load.
2.2	Single base-station positioning and rich reporting
As seen from end-to-end latency analysis, the largest delay is incurred in the UE performing the measurements. Hence any latency saving that needs to be done should be very much focused also on the UE measurements and reporting. RAN1 specified the DL measurement may take up to 85ms and thus clearly most of the delay is actually performing the measurements. Repetition of PRS transmission for collecting multiple measurements would turn out very time consuming and will incur large latency. To avoid this, it is important that as much information as possible to enable high accuracy positioning should be collected 
[bookmark: _Toc61561863]Information gathering should be maximized for every PRS transmission to avoid multiple repetitive PRS transmission and measurement collection. Repetition of signal transmission and measurements should be minimized for certain target accuracy.
[bookmark: _Toc61561864]For reducing latency, positioning methods which require lesser signal transmissions should be prioritized. One such method is variants of single base station positioning. Measurement reporting from UE should be ensured to enable such methods. 
It was discussed in RAN2 previously to support additional paths up to 8. Rich reporting should also be considered as bare minimum measurement performed by UE but providing all the reports to the network. Rich report can help NW to identify where in cell UE is located geographically by using techniques such as ray tracing, finger-printing, AI/ML techniques.
UE does not need to perform the measurement for long interval to only provide nr-RSTD result. In fact measurement performed with smaller duration but providing all the necessary results (nr-RSTD plus all additional paths) can help to lower the latency.
Rich Reporting results were provided extensively by many companies in TR and thus RAN2 should also look into ways as how efficient rich reporting signalling can also be provided from RAN2. 
[bookmark: _Toc61561873]Solution such as efficient signalling (rich reporting) should be prioritized to reduce latency. 
[bookmark: _Toc61561874]Positioning methods requiring lesser signalling should be prioritized and supported for use cases requiring lower latencies.
[bookmark: _Toc61561875]Reporting of several parameters including multiple peak times, peak power levels, DL-AoA for every peak should be supported.
2.3	Positioning Capability Storage in Core Network
It is important to consider Time to First Fix for positioning latency studies. As defined in 22.261: Time to First Fix (TTFF): time elapsed between the event triggering for the first time the determination of the position-related data and the availability of the position-related data at the positioning system interface.
Hence, before starting first positioning measurements; any activity/transactions that the device would require should be part of TTFF; for example, capability exchange, any pre-requisite procedure such as NR-ECID, retrieval of first assistance data to perform measurements. 
Hereafter, the device may be required to perform periodic measurements (update rates) depending upon the application requirements.
From 22.261:
The 5G system shall be able to provide the 5G positioning services with a TTFF less than 30 s and, for some 5G positioning services, shall support mechanisms to provide a TTFF less than 10s.
NOTE 1: 	In some services, a TTFF of less than 10s may only be achievable at the expense of a relaxation of some other performances (e.g. horizontal accuracy may be 1 m or 3 m after 10 s TTFF, and reach a steady state accuracy of 0.3 m after 30s).

[bookmark: _Toc61561865]Time to first fix should be considered in latency studies and any improvements in this area can be studied. Considering TTFF in latency may relax the other core latency requirements for performing measurements and reporting to the location server for positioning computation. 

Potential improvement during TTFF can be storage of UE positioning capabilities by AMF. AMF would thus forward it to LMF.
One potential way is that UE provides the positioning capabilities as part of first attach procedure or after expiry of certain timer in Tracking Area update message. AMF stores the capabilities and provides to the selected LMF.





An example for MT-LR case would be then at step 11; AMF would provide the positioning capabilities to the selected LMF.




There can be cases when AMF does not have the capability stored. In such case, legacy mechanism where LMF fetches from UE can be realized. In such case when LMF has not obtained capability from AMF; LMF may upload the obtained UE capabilities to AMF.
 
[bookmark: _Toc61561866]For the case when AMF does not have the positioning capability available, the existing procedure can be used where LMF obtains capability from UE via LPP. LMF may upload the positioning capabilities to AMF.

Additionally, AMF may fetch it from UE. An example illustrating MO-LR case; the highlighted in red would be new steps.

[bookmark: _MON_1633871842][image: ]
1)	If the UE is in CM-IDLE state, UE instigates the UE triggered Service Request as defined in clause 4.2.3.2 of TS 23.502 [19] in order to establish a signalling connection with the AMF.
2)	The UE sends an MO-LR Request message included in a UL NAS TRANSPORT message. The MO-LR Request may optionally include an LPP positioning message. Different types of location services can be requested: location estimate of the UE, location estimate of the UE to be sent to an LCS client or AF, or location assistance data. If the UE is requesting its own location or that its own location be sent to an LCS client or AF, this message carries LCS requested QoS information (e.g. accuracy, response time, LCS QoS Class), the requested maximum age of location and the requested type of location (e.g. "current location", "current or last known location"). If the UE is requesting that its location be sent to an LCS client, the message shall include the identity of the LCS client or the AF, and may include the address of the GMLC through which the LCS client or AF (via NEF) should be accessed. In addition, a Service Identity indicates which MO-LR service of the LCS Client is requested by the UE may be included. The message also may include a pseudonym indicator to indicate a pseudonym should be assigned by the network and transferred to the LCS Client as the UE's identity. If the UE is instead requesting location assistance data, the embedded LPP message specifies the type of assistance data and the positioning method for which the assistance data applies.
	For an LCS 5GC-MO-LR requesting location transfer to an LCS Client or AF, the AMF shall assign a GMLC address, i.e. VGMLC address, which is stored in the AMF. If a VGMLC address is not available, the AMF may reject the location request. The AMF verifies the subscription profile of the UE and decides if the requested service is allowed or not.
3) AMF would verify if the capabilities are available or not.
4) If not already available, AMF would request it from the UE.
5) UE provides the positioning capabilities.
6)	The AMF stores the capabilities and selects an LMF as described in clause 5.1.
7)	The AMF invokes the Nlmf_Location_DetermineLocation service operation towards the LMF. The service operation includes an LCS Correlation identifier, the serving cell identity, the client type, an indication whether a location estimate, or location assistance data is requested and any embedded LPP message in the MO-LR Request. If the UE's location is requested, the service request may include an indication if UE supports LPP, the requested QoS and Supported GAD shapes. If location assistance data is requested, the embedded LPP message will convey the requested types of location assistance data. If any of the procedures in clause 6.11.1 or 6.11.2 are used the service operation includes the AMF identity. Once an AMF has selected an LMF it must continue to use that LMF for the duration of the session. The positioning capabilities are also provided. 
8)	If the UE is requesting its own location, the actions described in clause 6.11 are performed. If the UE is instead requesting location assistance data, the LMF transfers this data to the UE as described in clause 6.11.1. The LMF determines the exact location assistance data to transfer according to the type of data specified by the UE, the UE location capabilities and the current cell.

[bookmark: _Toc61561867]AMF may also obtain the capabilities from UE as part of MO-LR procedure.

[bookmark: _Toc61561876]RAN2 to consider solutions that would save latency during capability transfer and send an LS to SA2 to provide solution that minimizes latency in retrieving capability from UE to LMF via LPP.
2.4	Architecture
2.4.1	Positioning Architecture for IIOT Scenario
It is expected that for factory IIOT scenario Non-Public Network (NPN) architecture would be used. As per NPN architecture the AMF still has very central and important roles such as with subscriptions, authorizations, security, privacy etc. also in the context of IIOT. Hence, positioning architecture which uses AMF should be prioritized and architecture such as local-LMF which undermines AMF should be discouraged.
[bookmark: _Toc61561868]AMF is one of the important nodes required for IIOT positioning.
We agree that in GERAN/UTRAN the location server could be part of BSC/RNC. However, the GERAN/UTRAN architecture is not the same as EPS/NR. RNC/BSC controls several nodeBs, whereas in EPS/NR there are just nodeBs. In GERAN/UTRAN there was possibility of location server functionality either separate entity SMLC/SAS connected to BSC/RNC or it could be part of BSC/RNC. The intention was not the latency to have the functionality in RNC/BSC. For EPS there is nothing corresponding to BSC/RNC. We then had to select whether to connect E-SMLC to eNB or MME. MME was selected to avoid an additional SCTP connection to every eNB. It can be noted that EPS did not define any E-SMLC in eNB. Thus, we should not revert this in NR. 
Further, the NPN based deployment which allows 5GC to be located in factory premises should be used. We do not see the need to evaluate “local AMF” separately. The NPN architecture already supports the deployment and can be used. If one need very low latency for a function, all functionality required for the function can be deployed on site. This is more deployment related rather than standard related.
Besides, if SUPL is supported for IIOT positioning, then UPF is needed. Therefore, there is no point in undermining the importance of the whole 5GC for positioning.

[bookmark: _Toc61561877]For IIOT, deploy 5GC as close as possible to RAN in order to minimize latency due to transport.
The above proposal can be achieved. In fact, it can be found that a suitable implementation associated with a performant backhaul type (for the ideal backhaul, the example of latency in TR 36.932 shows that the latency is less than 2.5 us), in an adequate network deployment can allow the processing time and interface delay between the RAN and Core network to be further reduced and reach the zero delay.


2.4.2	RRC, MAC, DCI based Configuration
In NR rel-16, single DCI based Multi-TRP features are specified.  In these features, the DCI can be originating from one TRP while different PDSCH transmissions (i.e., either different set of layers or different PDSCH transmission occasions) may be transmitted from different TRPs.  An example scenario as shown in Figure 2.  In these features, it is assumed that multiple TRPs belong to the same serving cell.  This allows a DCI transmitted from one TRP to schedule a PDSCH transmission from one or more other TRPs that belong to the same serving cell as the TRP that transmits the DCI.  In addition to scheduling PDSCH transmission from other TRPs, the DCI sent from one TRP can also trigger reference signal transmissions from other TRPs.   




It should be possible to exploit this sort of setup also for positioning purpose. As three distinct TRPs (located at different locations) are required for multi-lateration purpose. If serving cell with multiple TRPs with distinct co-ordinates is available; positioning configuration would be simpler as most of the configuration could be done via RRC serving cell and reference signal such as CSI-RS can be used.

[bookmark: _Toc47645634][bookmark: _Toc61561878]Adopt Rel 16 multi-TRP configurations based on RRC configured RSs for positioning to reduce latency, especially for IIOT.


2.5	Configured Grant

LMF configures the measurement periodicity; i.e the interval when the UE shall report the measurements. LMF should provide   the configuration info to gNB so that gNB can configure the UL grant accordingly. However, this requires RAN3 input as it is over NRPPa.
[bookmark: _Toc61561879]RAN2 to liase with RAN3 during WI to ensure gNB can allocate the grant at right interval.
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Conclusion
In the previous sections we made the following observations: 
Observation 1	Broadcast delays are also substantial and cannot be ignored.
Observation 2	Information gathering should be maximized for every PRS transmission to avoid multiple repetitive PRS transmission and measurement collection. Repetition of signal transmission and measurements should be minimized for certain target accuracy.
Observation 3	For reducing latency, positioning methods which require lesser signal transmissions should be prioritized. One such method is variants of single base station positioning. Measurement reporting from UE should be ensured to enable such methods.
Observation 4	Time to first fix should be considered in latency studies and any improvements in this area can be studied. Considering TTFF in latency may relax the other core latency requirements for performing measurements and reporting to the location server for positioning computation.
Observation 5	For the case when AMF does not have the positioning capability available, the existing procedure can be used where LMF obtains capability from UE via LPP. LMF may upload the positioning capabilities to AMF.
Observation 6	AMF may also obtain the capabilities from UE as part of MO-LR procedure.
Observation 7	AMF is one of the important nodes required for IIOT positioning.


Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN2 to document also broadcast delays in TR.
Proposal 2	Adjustable and Short SI Window length of 1 slot is considered in Rel-17 for posSIBs.
Proposal 3	Flexible SI scheduling allowing back to back delivery of posSIB segments is considered to reduce broadcast delays.
Proposal 4	Unicast tag is supported to minimize latency and reduce LPP signalling load.
Proposal 5	Solution such as efficient signalling (rich reporting) should be prioritized to reduce latency.
Proposal 6	Positioning methods requiring lesser signalling should be prioritized and supported for use cases requiring lower latencies.
Proposal 7	Reporting of several parameters including multiple peak times, peak power levels, DL-AoA for every peak should be supported.
Proposal 8	RAN2 to consider solutions that would save latency during capability transfer and send an LS to SA2 to provide solution that minimizes latency in retrieving capability from UE to LMF via LPP.
Proposal 9	For IIOT, deploy 5GC as close as possible to RAN in order to minimize latency due to transport.
Proposal 10	Adopt Rel 16 multi-TRP configurations based on RRC configured RSs for positioning to reduce latency, especially for IIOT.
Proposal 11	RAN2 to liase with RAN3 during WI to ensure gNB can allocate the grant at right interval.
 





[bookmark: _In-sequence_SDU_delivery]References
[bookmark: _Ref174151459][bookmark: _Ref189809556]RP-193237, “New SID on NR Positioning Enhancements”, Qualcomm Incorporated, December 2019. 
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