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1 Introduction
One of the objectives of the Rel17 WID on Enhancements to Integrated Access and Backhaul is [1] :
Topology, routing and transport enhancements [RAN2-led, RAN3]:

· Specifications of enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation 

An email discussion was carried out after RAN2 #112e to progress the discussion on topology wide faireness, multi-hop latency and congestion mitigation [2]. Therein, several issues was identified with regard to providing multi-hop fairness, fulfilling latency requirements for the UE bearers in a multi-hop scenario, and avoiding/mitigating congestion. Possible solutions were also discussed. 

In this contribution, we provide further input regarding the issues addressed in the above proposals.   
2 Multi-hop latency
When the DU of an IAB node schedules its UEs and the MTs of its children IAB nodes, it is aware of the conditions of the links towards its children and the link(s) towards its parents. In the case of DL, the IAB node can properly estimate/calculate the latency for the packets to reach the child nodes, but in the UL, even the information about the link to a parent is only paritally useful when it comes to estimating the latency the packets will experience in the next hop, as the IAB node still has to get a grant from the parent. However, the IAB node has no information regarding the number of subsequent hops/nodes the packets have to traverse before reaching their destination (nodes/hops upstream of the parent node in the UL and nodes/hops downstream of children nodes in the DL) and the total latency they will experience in doing so. 
Observation 1:
In rel-16, IAB nodes have no information about the number of subsequent hops UL/DL packets have to traverse (except for the case of DL packets at an access IAB node), the radio conditions of these links, and the UL/DL data pending to be sent on these links. 
When it comes to the pending UL data, the MT part of an IAB node can request UL resources via BSR, and also pre-emptive BSR (i.e. a BSR that is based on received BSR at the IAB node from children nodes/UEs, rather than a normal BSR that is based on actual pending UL data at the IAB MT). However, pre-emptive BSR, as standardized in rel-16 does not provide any information regarding when the reported data will arrive at the IAB node, and thus may result in resource wastage as the parent node may schedule the IAB node before the data has actually become available at the MT. This can be prevented by delaying the scheduling due to pre-emptive BSR to some extent, but that goes against the rationale for pre-emptive BSR, which was to ensure the reduction of the agregate multi-hop latency of packets in the UL.

Observation 2:
Scheduling based on pre-emptive BSR, as standardized in rel-16, has limitations as the parent node receiving the pre-emptive BSR does not necessarily know when the data will actually be ready for transmission at the child node. 

Having 1:1 mapping on all the hops for latency sensitive data can help to some extent. However, the more such bearers that are active, the less useful the 1:1 mapping will be, as the network can not ensure scheduling of all such packets on all the hops all the time. Also, BSR reporting is limited to the number of LCGs, which has not be extended in rel-16 for IAB. This exacerbates the problem of performing fair scheduling decisions at the parent node as the number of BH RLC channels to a child node increases, as the parent will not know exactly over which BH RLC channel data is pending.

Observation 3:
The low number of LCGs for BSR reporting will limit the possibility to perform fair scheduling, especially if there are several latency sensitive bearers that are mapped 1:1. 
Without knowing for how long the packets have been on flight and how much more latency they are going to experience before reaching the target, there is also a risk of wasting resources for packets that have already passed their delay budget and are practically useless (e.g. will be discarded at the application level).

Observation 4:
In a multi-hop setting and a large number of active bearers that are delay sensitive, it is possible that considerable resources will be wasted on transmitting packets that have already passed their delay budget. 
Considering all of the above, it can be concluded that (in line with the majority view in [2]):
Proposal 1:
RAN2 to agree that the rel-16 IAB specifications lacks the signaling/mechanisms for ensuring the latency requirements of delay sensitive bearers are met over multiple hops. 
In the email discussion [2], some mechanisms to enhance multi-hop latency enforcement/guarentee were brought forward:

L1: IAB nodes are configured with additional information by the CU


L1-1: Related to the number of remaining hops in the upstream or downstream 


L1-2: Related to the enhanced PDB-derived values (e.g. “remaining PDB”, “discard PDB”) of a specific BAP packet


L1-3: Related to one-hop PDB and configured for the access node

L1-4: Related to PDB value per BH RLC channel per destination

L2: Additional information is added in the BAP header


L2-1: Related to the total hop count per path in the BAP header


L2-2: Related to the remaining PDB (as determined by the previous-hop scheduler) of a specific BAP packet

L3: Additional signaling is introduced from IAB nodes to the CU


L3-1: Buffer/link status of IAB-nodes is shared with the CU


L3-2: Latency measurements for individual hops per BH RLC channel are shared with the CU

L4: New behaviour or feature is specified for the IAB nodes


L4-1: Buffer size calculations for pre-emptive BSR are specified


L4-2: Local re-routing is allowed for purposes other than RLF (e.g. based on delay on outgoing link)


L4-3: The number of LCGs for IAB-MT is increased

We consider all of the above to be useful enhancements that need further discussion. In particular, we propose to agree on these first, considering the ease of standardization vs. expected benefit:

Proposal 2:
The number of LCGs for BH links to be extended in rel-17 (Solution L4-3).

Proposal 3:
RAN2 to introduce mechanisms to make intermediate IAB nodes become aware of the number of hops UL/DL packets still need to traverse (Solutions L1-1 and/or L2-1)  

Proposal 4:
RAN2 to introduce mechansims to make intermediate IAB nodes become aware of the latency that incoming packets have already experienced, and allow them to drop the packets if their packet delay budget is already exceeded (Solutions L1-2 and L2-2)
3 Fairness

Regarding the issue of topology-wide fairness, the following was agreed at RAN2#112-e:

Topology-wide fairness provides mechanisms for the management of QoS so that the required QoS is met across the topology, regardless of where a UE attaches to the IAB network. Variants of this definition is not precluded. FFS how the success of such mechanisms is evaluated.
In the email discussion [2], the rapporteur has proposed the following three aspects to be the focus of the multi-hop fairness discussion in rel-17:

· IF-1: The scheduler of an IAB node does not have all the information needed (e.g. link quality across multiple hops) to make appropriate upstream or downstream scheduling decisions which take into account the overall route link quality (such as e.g. using downstream link quality measurements to adjust the scheduling weights so as to achieve proportional fairness for different bearers/RLC channels across multiple child-IAB nodes)

· IF-2: Congestion conditions on BH RLC channels carrying UE bearers with same or similar QoS requirements can be unbalanced and some channels may even be congested, thereby leading to some users experiencing longer latency and violating fairness requirement

· IF-4: IAB node cannot give more resource to those BH RLC CHs that aggregate more bearers and/or carry bearers with higher load per bearer (i.e. IAB node cannot give more resource to those BH RLC CHs with higher aggregate load)some mechanisms to enhance multi-hop latency enforcement/guarentee were brought forward.
It can be argued that the more information the IAB nodes have (number of bearers per BH RLC channels, the QoS of the aggregated bearers, radio/load quality information of the other hops, etc), the more informed scheduling decisions to be made by the IAB nodes that also considers fairness aspects. However, further discussion is required to identify which information is really essential or usable by the IAB nodes. 
For example, in relation to IF-1, some information about the quality of downstream links can be useful to some extent for load balancing purposes on a longer time scale rather than for performing scheduling decisions (which are typically done over a shorter time scale based on instanteous radio conditions). 
Similary, for IF-2 and IF-4,  though the information about the number of multiplexed bearers could be useful to prioritize between two BH RLC channels that have similar configuration otherwise (e.g. some QoS profile), it may be further required to know the activity level of these bearers (e.g. prioritizing a BH RLC channel that is multiplexing several bearers, but only one of them is active, over a BH RLC channel that is multiplexing few bearers, but all of them are active, may result in a more unfrair outcome). 

However, as the details of the scheduling/load balancing is a network implementation, RAN2 can progress the work by agreeing on some basic enhancements. In our view, information about the number of bearers multiplexed over a BH RLC channel is one such information that can be easily provided to the IAB node by the donor CU, which can then be used to some extent by the IAB node to prioritize one BH RLC channel over another, assuming other conditions (e.g. QoS profile of the BH RLC channels) being equal/comparable.

Proposal 5:
RAN2 to introduce mechanisms to make IAB nodes become aware of the number of bearers multiplexed over their BH RLC channels (Solution F1-1). It is FFS on how the IAB node gets informed about the activity level of these bearers. 
4 Congestion mitigation
In a multi-hop IAB network, data congestion may occur at intermediate IAB nodes, which may lead to packet drops if left unresolved. Though higher layer protocols such as TCP can be used to assure reliability, TCP congestion avoidance and slow start mechanisms can be very costly to overall end to end performance (e.g. throughput degradation). For this reason, in rel-16, flow control mechanisms were standardized for the DL. 

The DL E2E flow control is based on the DL Data Delivery Status (DDDS) specified for CU/DU split architecture in NR rel-15 (TS 38.425). In DDDS, the DU (in the context of IAB networks, the DU part of the access IAB node) reports to the CU (in the context of IAB networks, the donor CU) information such as the desired buffer size per DRB, desired data rate per DRB, the highest successfully delivered PDCP SN, lost packets (i.e. not ACKed by the DU at RLC level), etc. In rel-16, only access IAB nodes perform DDDS (i.e. IABs report only information concerning the DRBs of the UEs that they are directly serving) and no information is provided regarding the BH RLC channels.

For DL H2H flow control, an IAB node generates a flow control message (which is also a BAP control PDU) when its buffer load exceed a certain level or when it receives a flow control polling message from a peer BAP entity (e.g. a parent node). In rel-16, the H2H flow control information indicates the available buffer size and can be at the granularity of BH RLC channels or destination routing ID. The node receiving the flow control message can use the information to control the traffic flow towards the sender (e.g. throttle or pause the traffic associated with certain BH RLC channel or/and destination if the flow control message indicated a low available buffer for the concerned traffic,   increase the traffic flow if the flow control was indicating a high available buffer value, etc). In rel-16, the exact actions taken on reception of the flow control message and the configurations/values of thresholds and other parameters to trigger flow control message (e.g. buffer threshold values, polling timers, etc) are not specified and left to IAB/network implementation.

Apart from pre-emptive BSR, no specific enhancement related to UL flow control has been specified in rel-16. That is, legacy NR mechanisms are applied where an IAB node controls the flow of UL data from its children nodes and UEs by providing them with proper UL scheduling grants based on the BSR received from them. 
Observation 5:
In rel-16, only DL H2H flow control enhancements have been specified.  
It can be argued that the IAB node, by being the entity that controls the UL scheduling fully, can prevent UL data buffer buildup  by dynamically adjusting the scheduling grants it is providing to its children IAB nodes and UEs. Increasing the number of LCGs, which was discussed above in the context of multi-hop latency, could also enhance congestion mitigation to some extent by letting the IAB know exactly which BH RLC channel has pending data. However, relaying only on controlling the scheduling over the link to the child may lead to overall sub optimal performance (e.g. very good radio conditions between an IAB node and its child remains idle and will not be taken advantage of because the IAB node is not getting scheduled on the link to a parent node). 

Observation 6:
An IAB node can avoid congestion on its UL via proper scheduling based on received BSRs from children and available/expected grant and radio conditions on the link to a parent. However, this will not prevent UL buffer buildup in descendant nodes and UEs, which may also lead to overall sub-optimal usage of radio resources.  

In the email discussion [2], the rapporteur has proposed the following two aspects to be the focus of the congestion mitigation discussion in rel-17:

IC-1: Long-term downstream congestion on a single link cannot be alleviated using existing Rel-16 DL HbH flow control mechanisms, without having to rely on dropping packets 

IC-7: CU (not having knowledge of local congestion conditions) cannot update the routing path that is experiencing congestion

The proposals are inline with our observations above, and thus we propose:
Proposal 6:
RAN2 to introduce UL H2H flow control mechanism for better congestion mitigation via improved UL scheduling and resource utilization (solution c2-1).  

5 Conclusion
In this contribution, the following observation were made regarding multi-hop latency and congestion mitigation in IAB networks: 

Observation 1:
In rel-16, IAB nodes have no information about the number of subsequent hops UL/DL packets have to traverse (except for the case of DL packets at an access IAB node), the radio conditions of these links, and the UL/DL data pending to be sent on these links. 

Observation 2:
Scheduling based on pre-emptive BSR, as standardized in rel-16, has limitations as the parent node receiving the pre-emptive BSR does not necessarily know when the data will actually be ready for transmission at the child node. 

Observation 3:
The low number of LCGs for BSR reporting will limit the possibility to perform fair scheduling, especially if there are several latency sensitive bearers that are mapped 1:1. 
Observation 4:
In a multi-hop setting and a large number of active bearers that are delay sensitive, it is possible that considerable resources will be wasted on transmitting packets that have already passed their delay budget. 
Observation 5:
In rel-16, only DL H2H flow control enhancements have been specified.  
Observation 6:
An IAB node can avoid congestion on its UL via proper scheduling based on received BSRs from children and available/expected grant and radio conditions on the link to a parent. However, this will not prevent UL buffer buildup in descendant nodes and UEs, which may also lead to overall sub-optimal usage of radio resources.  

Based on these observations, the following proposals were made:

Proposal 1:
RAN2 to agree that the rel-16 IAB specifications lacks the signaling/mechanisms for ensuring the latency requirements of delay sensitive bearers are met over multiple hops. 

Proposal 2:
The number of LCGs for BH links to be extended in rel-17 (Solution L4-3).

Proposal 3:
RAN2 to introduce mechanisms to make intermediate IAB nodes become aware of the number of hops UL/DL packets still need to traverse (Solutions L1-1 and/or L2-1)  

Proposal 4:
RAN2 to introduce mechansims to make intermediate IAB nodes become aware of the latency that incoming packets have already experienced, and allow them to drop the packets if their packet delay budget is already exceeded (Solutions L1-2 and L2-2)

Proposal 5:
RAN2 to introduce mechanisms to make IAB nodes become aware of the number of bearers multiplexed over their BH RLC channels (Solution F1-1). It is FFS on how the IAB node gets informed about the activity level of these bearers. 

Proposal 6:
RAN2 to introduce UL H2H flow control mechanism for better congestion mitigation via improved UL scheduling and resource utilization (solution c2-1).  
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