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[bookmark: _GoBack]1	Introduction
[bookmark: _Hlk61247443]In LS [1], SA2 asked RAN WG2 (and RAN WG3) to check the impacts on RAN for providing per UE Slice MBR enforcement (UE SMBR), as quoted below:
1. Solution 22 propose to send maximum rate UL/DL for the slice for the UE (identified as SMBR – Slice MBR) over NG when the UE context is passed to the RAN. The RAN uses this parameter for two simultaneous purposes:

1. Rate limit the aggregate of the UL/DL traffic for an S-NSSAI. During the rate-limit enforcement no GBR traffic shall be dropped or delayed.

1. Ensure that the sum of all the admitted QoS flows GFBR of GBR resource type QoS flows is not exceeding the maximum rate per slice UL/DL for the UE. So, the admission control takes this parameter into account.

RAN2 provided the following reply in [2]:
[bookmark: _Hlk61243717]In this solution RAN enforces uplink and downlink SMBR of UEs. This is a similar function as UE-AMBR enforcement at slice level. With proper configuration (LCG and LCH restrictions), the RAN is able to obtain and control the UL data volume of a slice. Therefore, many companies think the solution can be supported without changes to RAN2 specifications, but some companies do not agree, so RAN2 has no consensus on the matter and will continue to discuss.

In this document we provide some further discussion on the control of the UL data volume of a slice in RAN.
2	Discussion
We note that the LCG (Logical Channel Group) concept is only used in the context of UE buffer status reporting (BSR). This is a tool that allows the UE to report BSRs for up to eight LCGs. Possibly one could configure LCGs such that the BSRs reflect the UL resource need of a slice. 
However, the configured LCGs do not determine how the UE shares the granted uplink resources between its logical channels. The uplink grant is for the UE, that is, it does not provide resources to specific logical channels or LCGs.
From [3], section 10.5.2: 
The UE has an uplink rate control function which manages the sharing of uplink resources between logical channels. RRC controls the uplink rate control function by giving each logical channel a priority, a prioritised bit rate (PBR), and a buffer size duration (BSD).

The values signalled need not be related to the ones signalled via NG to the gNB. In addition, mapping restrictions can be configured (see clause 16.1.2).
The uplink rate control function ensures that the UE serves the logical channel(s) in the following sequence:
1.	All relevant logical channels in decreasing priority order up to their PBR;
2.	All relevant logical channels in decreasing priority order for the remaining resources assigned by the grant.

The purpose of the prioritized bit rate (PBR) is to ensure that a higher priority LCH gets a required minimum data rate (the PBR) while not starving out lower-priority LCHs. However, the configured PBR does intentionally not prevent the LCH (and hence the associated slice) to grab additional resources if those are available by the UL grants. Hence, setting the PBR to the (sum of the) slice MBR value(s) will not only fail to enforce the Slice-MBR but also defeat the original purpose of the PBR.
Therefore, we do not see how configuration of LCP restrictions (see 38.300 16.1.2) would assist in SMBR enforcement.
We propose to discuss and agree on the following:

UL SMBR enforcement in RAN using configuration of LCG, PBR and LCH restrictions is not feasible.
To restrict the aggregate throughput of all DRBs belonging to one slice, the gNB could apply rate policing/shaping. That means, it could drop/delay UL PDCP packets before/instead of delivering them to CN. This may work well if the source application and transport protocol in UE are responsive to congestion signals, i.e., if it reduces its data rate in response to dropped or marked packets. It it does not, radio resources may be used to transfer UL packets which are subsequently dropped by the gNB’s rate policer/shaper. 
We would like to point out that an uplink rate policer/shaper in the CN domain would suffer from the same limitation. Only a rate shaper in the UE could avoid this. Admittedly, one could argue that a UE-based rate shaper isn’t trustworthy either. But a well-behaving rate shaper in the UE’s modem could ensure that other applications (slices) in the same UE get their fair share of radio resources. 

An UL rate-shaper/policer in the gNB or CN could enforce a per-slice MBR provided that the application and transport protocol are responsive to congestion signals (packet loss/drop). 
Only a UE based rate shaper/policer could ensure that other slices/bearers of the same UE get their fair share of resources even if applications on one slice are not responsive to congestion signals. 
Enforcement of UL SMBR can be implemented RAN by dropping/delaying packets. This relies on that the application in UE reduces the data rate.

Conclusion
In this document, we have discussed aspects on UE UL Slice MBR enforcement (UE SMBR) in RAN, and made the following observations:

	Observation 1	
	An UL rate-shaper/policer in the gNB or CN could enforce a per-slice MBR provided that the application and transport protocol are responsive to congestion signals (packet loss/drop).

	Observation 2	
	Only a UE based rate shaper/policer could ensure that other slices/bearers of the same UE get their fair share of resources even if applications on one slice are not responsive to congestion signals.

	Observation 3	
	Enforcement of UL SMBR can be implemented RAN by dropping/delaying packets. This relies on that the application in UE reduces the data rate.



We ask RAN2 to discus and agree on the following:
1. UL SMBR enforcement in RAN using configuration of existing LCG, PRB and LCH restrictions is not feasible.
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