3GPP TSG-RAN WG2 Meeting #113 electronic
R2-2101284
Online, Jan 25 – Feb 5, 2021
Title: 
Enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation
Source: 
ZTE, Sanechips
Agenda item:
8.4.2
Document for:
Discussion and Approval
Introduction
During RAN2#112-e meeting, topology-wide fairness, multi-hop latency and congestion mitigation was discussed. The following agreements were reached:

	R2 assumes Rel-17 IAB work will not define any new end-user QoS metrics on top of the existing 5G QoS framework.

Rel-17 IAB work will comprise agreeing on a definition of topology-wide fairness.

Topology-wide fairness provides mechanisms for the management of QoS so that the required QoS is met across the topology, regardless of where a UE attaches to the IAB network. Variants of this definition is not precluded. FFS how the success of such mechanisms is evaluated.

RAN2 will not discuss enhancements to DL E2E flow control without input from RAN3.
FFS if RAN2 will deprioritize splitting data of a radio bearer into two or more paths (RAN3 agreements to deprioritize Multi-Route Support with data split in IAB).


On the other hand, an email discussion on fairness, latency and congestion was triggered after RAN2#112-e meeting. Several tentative proposals were presented in the email discussion summary report. In this contribution, we will discuss the summarized issues for topology-wide fairness, multi-hop latency and congestion mitigation. The validness of these issues are analyzed and the potential solutions for some of the issues are proposed.
Discussion
Topology-wide fairness

During the email discussion, three topology-wide fairness issues were summarized. And it is proposed in the email discussion summary report that eIAB work on topology-wide fairness will focus on the following issues:

IF-1: The scheduler of an IAB node does not have all the information needed (e.g. link quality across multiple hops) to make appropriate upstream or downstream scheduling decisions which take into account the overall route link quality (such as e.g. using downstream link quality measurements to adjust the scheduling weights so as to achieve proportional fairness for different bearers/RLC channels across multiple child-IAB nodes)

With regard to IF-1, it is further clarified by the proponents that the scheduler may prioritize resources for a BH RLC channel which has lower quality on a downstream hop over one with higher quality, even if the quality of the two channels on the immediate next hop is the same or similar in order to improve fairness. The information related to the downstream quality could be existing measurements (e.g. CSI feedback) or some form of a ‘benefit metric’ which aggregates the multi-hop link quality in a uniform manner. However, we have doubts with the motivation. If more data packets are scheduled to be transmitted over the routing path with poor link quality on downstream hop, the data packet may be buffered at the intermediate IAB node with poor downstream link quality, which worsen the congestion. And then the flow control feedback may be triggered from downstream IAB node which asks upstream IAB node to slow down the data packet transmission. In our opinion, scheduler only needs to be aware of one hop link quality and make scheduling decision to ensure fairness. For the multi-hop fairness coordination, it is the responsibility of donor CU. For example, the donor CU may perform appropriate bearer mapping and routing path selection based on the overall route link quality to ensure that the required QoS of UE DRB is met across the topology.

Observation 1: For IF-1, if more DL data packets are scheduled to be transmitted over the routing path with poor link quality, the data packet may be buffered and congested at the intermediate IAB node with poor link quality. Finally, the flow control feedback may be triggered to slow down the DL data packet transmission.

IF-2: Congestion conditions on BH RLC channels carrying UE bearers with same or similar QoS requirements can be unbalanced and some channels may even be congested, thereby leading to some users experiencing longer latency and violating fairness requirement
For IF-2, since IAB nodes do not have the QoS info of each UE bearers themselves and CU has no load info of the BH links load, it is hard to achieve similar latency for UE bearers with same QoS requirement. In this case, the fairness could be achieved by keeping donor CU informed of the BH link load status, which then adjust the bearer mapping and routing path selection to avoid unbalanced traffic load on BH RLC channels. 

On the other hand, the inter-DRB fairness within one BH RLC channel needs to be considered. For BH RLC channel which aggregates multiple UE DRBs, the QoS configured for BH RLC channel at the IAB-DU represents one statistic QoS for all UE DRBs aggregated into this BH RLC channel. For GBR type BH RLC channel, since IAB-DU could not identify the data packet belong to which UE DRB and the corresponding GBR of each UE DRB, the resulted data rate for some UE DRBs are higher while other UE DRBs are lower than required. With regard to the BH RLC channel with non-GBR type traffic, this issue also exist. Some UE DRBs may have more load and occupy more radio resource than other DRBs, which lead to longer latency for data packet transmission of these DRBs. To solve this problem, it is better for donor CU to send IAB node with the QoS profile of not only BH RLC channel but also the QoS profile of each UE DRB or QoS flows aggregated to this BH RLC channel. Moreover, the data packet can further include the UE DRB info. Based on the individual UE DRB’s QoS requirement and packet’s DRB info, IAB node can realize same QoS experience of individual UE bearers within N:1 mapped BH RLC channel.  
Proposal 1: To solve the problem in IF-2, IAB node may report the BH link load status to donor CU, which correspondingly adjusts the bearer mapping and routing path selection to avoid unbalanced traffic load on BH RLC channels. 

IF-4: IAB node cannot give more resource to those BH RLC CHs that aggregate more bearers and/or carry bearers with higher load per bearer (i.e. IAB node cannot give more resource to those BH RLC CHs with higher aggregate load)

With regard to IF-4, it can be regarded as inter-DRB fairness issue among BH RLC channels. Since IAB-DU only know the BH RLC channel level QoS and has no idea how many UE DRBs/QoS flows are aggregated to this BH RLC channel, IAB-DU may allocate the same amount of resources to UE DRB, 1:1 mapped BH RLC channels and N:1 mapped BH RLC channels with similar QoS, which is actually unfair to the BH RLC channels aggregated multiple UE DRBs.

Similar to the solution we discussed for IF-4, donor CU may send IAB-DU with the QoS profile of each UE DRB or QoS flows aggregated to this BH RLC channel. In this manner, IAB-DU has knowledge of how many UE DRBs/QoS flows are aggregated to this BH RLC channel and the associated QoS requirements. Then IAB-DU may allocate more radio resources for child IAB-MT which has BH RLC channel aggregated with multiple DRBs/QoS flows. 

Proposal 2: To solve the problem of both IF-2 abd IF-4, donor CU can send IAB node with the QoS profile of not only BH RLC channel but also the QoS profile of each UE DRB/QoS flows aggregated to this BH RLC channel. In addition, the data packet can further include the UE DRB info. 

Proposal 3: Based on the individual UE DRB’s QoS requirement and packet’s DRB info, IAB node can realize same QoS experience of individual UE bearers within N:1 mapped BH RLC channel.
Multi-hop latency
In this section, we analyze the impact of multi-hop latency in IAB network and how to guarantee the PDB requirement for Qos flow/DRB. According to the email discussion summary, seven issues concerning with multi-hop latency were raised as follows. We will discuss them one by one. 

IL-1: IAB node cannot help ensure that overall or remaining PDB is met for a packet (e.g. by prioritizing bearers with higher number of hops), as it does not have a latency reference for the packets being scheduled, resulting in packets with the same QoS requirement ending up with different latency
According to TS 23.501, each QoS flow is associated with the 5QI value which defines the Packet Delay Budget (PDB). PDB defines the upper bound for the time that a packet may be delayed between the UE and the UPF. The PDB is used to support the configuration of scheduling and link layer functions (e.g. the setting of scheduling priority weights and HARQ target operating points). According to the latest TS 38.473, for the QoS information associated with BH RLC channels configured by IAB donor CU, the PDB defines the upper bound for the time that a packet may be delayed between the gNB-DU and its child IAB-MT. For the backhaul traffic with similar QoS requirement but different number of hops, lower PDB value is expected to be configured for the BH RLC channel of backhaul traffic with higher number of hops. IAB node may set higher logical channel priority level for BH RLC channels with lower PDB value and the scheduling of backhaul traffic from such BH RLC channel may be prioritized. Suppose the PDB value of each BH RLC channel along the data routing path could be met, it is safe to draw the conclusion that the overall PDB associated with the data packet should also be guaranteed. For simple implementation, IAB node only need to ensure that one hop PDB requirement for BH RLC channel is met. If IAB node aim to further consider overall PDB or remaining PDB guarantee, the latency aware routing/re-routing may be considered, which is elaborated for IL-6.
Observation 2: The PDB associated with BH RLC channel is the upper bound for the time that a packet may be delayed between the gNB-DU and its child IAB-MT. IAB node may prioritize the backhaul traffic from BH RLC channel with lower PDB value (e.g. due to higher number of hops or latency critical service). 
IL-2: IAB node may need to report joint buffer status for LCHs which have rather differing QoS requirements, due to the current (Rel-16) limit on the number of LCGs

In Rel-16, the LCID extension in IAB allows maximum BH logical channel ID value of 65855. However, the maximum number of LCGID is confined to Rel-16 number, i.e., 8. It is argued that the IAB node’s scheduling granularity is limited by the Rel-16 number of LCGs. For DL/UL traffics with the same E2E QoS parameters but traversing different hops, they should be treated with different scheduling priorities and be categorized into different LCGs.  As we know, the number of logical channel priority is still 16. If the number of logical channel priority does not increase, the LCP procedure in child IAB MT is still based on the legacy logical channel priority. It is hard to differentiate the logical channel with same priority but different PDB values. Even if the IAB DU allocates more resources to child IAB MT for finer granularity LCGs, the data packet scheduling from BH RLC channel with lower PDB value may not be prioritized.  Based on these analysis, it can be concluded that only extend the LCG space without extend the logical channel priority level does not make difference. However, it is not clear how many logical channel priority values could meet the needs for IAB network. In addition, IAB nodes serves not only child IAB node but also legacy UEs at the same time. If LCG space for IAB node is extended, the BSR granularity from IAB nodes and legacy UEs would be different. IAB node can not allocated resource for them in a unified manner.  
Observation 3: It does not make sense to extend the LCG space while keep the original number of logical channel priority values.

IL-3: Buffer size calculation for pre-emptive BSR may differ for nodes of different vendors as it is left to implementation in Rel-16.
The buffer size calculation for pre-emptive BSR has been discussed in Rel-16. Child link and parent link may have different mappings between LCH and LCG. Upon receiving the BSR from child IAB MT, IAB MT can not figure out the the ingress BH RLC channels which contribute to the buffer size of ingress LCG. Consequently, the IAB node can not further determine the egress BH RLC channels and corresponding egress LCG to report the pre-emptive BSR towards parent IAB DU. In addition, the ambiguity of pre-emptive BSR calculation has been discussed for the case of dual-connected IAB node. As noted in Rel-16 spec, if two ingress BH RLC channels belonging to the same ingress LCG are mapped to two different egress Cell Groups (corresponding to different parent nodes), there may be ambiguity in Pre-emptive BSR calculations and interpretation by the receiving parent node(s) and the IAB node reporting pre-emptive BSR. So it is finally agreed that it is up to network implementation to work out the associated MAC entity which report the Pre-emptive BSR, and the associated expected amount of data reported by any such entity. Until now, the above issues for buffer size calculation of pre-BSR still exists and it is hard to clearly specify it. We suggest to keep the original conclusions. 

IL-4: IAB node cannot accurately determine the one-hop latency for the access link, as the access link PDB configuration includes the wireless backhaul related delay which is subject to change.
As mentioned before, the PDB associated with BH RLC channel defines the upper bound for the time that a packet may be delayed between the gNB-DU and its child IAB-MT. However, for the PDB associated with UE DRB, it defines the upper bound for the time that a packet may be delayed between the UE and the UPF. It means that the PDB value for access link is longer than backhaul link and access IAB node may consequently set lower priority for the access traffic transmission than that of backhaul traffic. It is possible that the PDB for both access link and backhaul links are guaranteed but the total PDB requirement could not be met  since too much time has been spent on access link. To solve this problem, it is necessary to update the PDB definition for access IAB node. 

IL-5: The CU is unable to put bearers with lower PDB on routes with less congestion risk (higher resource efficiency) or which are RLF-free.
This issue comes from the fact that donor CU does not have information on the buffer status of IAB nodes or status of individual links. To solve the problem, IAB node may send the congestion report (e.g. buffer status or congestion status) to donor CU,which could then update the routing path configuration for DL/UL traffic to alleviate/avoid the congestion and guarantee the PDB requirement. However, we think this issue can be discussed within the congestion mitigation scope.  

IL-6: The CU is unable to configure routing based on actual (real-time) latency per BH RLC channel

One possible way to guarantee PDB is to consider latency aware routing for IAB network. For example, donor CU may configure the routing path whose accumulated latency is less than the PDB of the UE DRB/QoS flow. Moreover, if the pre-configured routing path could no longer satisfy the PDB requirement, it is possible to perform the routing path re-configuration. 
In order to support the latency aware routing, it is necessary to consider how to collect the accumulated latency for a given routing path. Based on the discussion during IAB SI phase, some assumes the same per hop latency and therefore the accumulated latency for a routing path is proportional to the number of hop count. However, it may happen that some backhaul links are congested while others are not, which leads to inaccurate latency estimation. On the other hand, the data packets from different BH RLC channel are usually associated with different priorities, which result in different scheduling treatments and latency. Based on these observations, one hop latency per BH RLC channel is a better choice for making routing decisions. IAB MT/DU could measure the one hop latency for egress BH RLC channel and the report the measurement result to donor CU. 

Upon receiving the one hop latency per BH RLC channel info from IAB MT/DU, donor CU could estimated the latency for different routing paths. Suppose donor CU need to set up a set of BH RLC channels along a candidate routing path to support a new UE DRB, Donor CU may firstly use the one hop latency report of existing BH RLC channels with similar  priority along the candidate routing path to estimate the potential latency. If no such one hop latency info is available, donor CU may initially configure the routing path without considering the PDB. Meanwhile, donor CU may configure the IAB node along the routing path to measure and report the one hop latency. After the donor CU collects the latency info, donor CU may reconfigure the routing path associated with the UE DRB if necessary. 

Proposal 4: In order to support the routing path configuration based on actual latency, it is necessary for IAB node to measure and report the one hop latency per BH RLC channel to donor CU. 

One remaining issue is whether to support the latency aware packet re-routing. Figure 1 presents an example IAB network topology. Suppose IAB node 4 receive a data packet from IAB node 3 MT and the data packet is to be forwarded to donor DU, the BAP Routing ID included in the BAP header indicates the routing path towards next hop IAB node 5. Suppose the IAB node 4 detects that the original path associated with the data packet could no longer satisfy the PDB requirement of the data packet, IAB node 4 may check if other backup path could satisfy the PDB requirement and then deliver the data packet to the backup path, for example, the routing path towards next hop IAB node 6. As we can see, latency aware packet re-routing could quickly adapt to the congestion/channel fluctuation and thus guarantee the latency requirement in IAB network. RAN2 is suggested to discuss whether to support the latency aware packet re-routing.
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Figure 1 Illustration of IAB network topology and latency aware re-routing

Proposal 5: RAN2 is suggested to discuss whether to support the latency aware packet re-routing.

IL-7: IAB node cannot reliably/efficiently (i.e. with a known/predictable impact on QoS) discard packets, as the CU cannot currently provide e.g. a recommended discard PDB.
Based on current implementation, the UL latency requirement may be reflected via the PDCP discardTimer associated with each UE bearer. At reception of a PDCP SDU from upper layers, the transmitting PDCP entity shall start the discardTimer associated with this PDCP SDU. When the discardTimer expires, the transmitting PDCP entity shall discard the PDCP SDU along with the corresponding PDCP Data PDU. When it comes to the IAB network, it is necessary for intermediate IAB node to further determine whether the PDB of the data packet could be guaranteed during traffic forwarding. Since IAB node does not support PDCP discard processing for backhaul traffic, new discard mechanism for IAB node should be considered. 

As agreed in Rel-16 IAB, for the QoS information associated with BH RLC channels, the PDB defines the upper bound for the time that a packet may be delayed between the gNB-DU and its child IAB-MT. This assumes that donor CU could roughly estimate the per hop PDB for a given BH RLC channel. Based on this observation, it is possible for donor CU to configure the discard timer for BH RLC channels . The packet discard operation at IAB node could be performed at BAP entity. To be specific, IAB MT could be configured with discard timer associated with BH RLC channel for UL backhaul traffic. When IAB MT receives the data packet from upper layer or child IAB node, IAB MT could start a discardTimer associated with this data packet. Suppose the data packet has not been successfully transmitted to parent IAB node when the discardTimer expires, the BAP entity shall discard the data packet. In addition to the data packet discard operation for UL backhaul traffic, the packet discard operation for DL backhaul traffic may also be considered. For example, IAB DU/donor DU could also be configured with the discard timer associated with BH RLC channel for DL backhaul traffic.  Alternatively, the discard operation may be up to IAB DU/donor CU’s implementation, e.g., IAB DU/donor CU may deduce the discard timer based on the PDB value associated with the BH RLC channel and then perform the discard operation.
Proposal 6: It is suggested to support the packet discard operation at BAP entity of IAB node. 

Proposal 7: IAB MT may be configured with discard timer associated with BH RLC channel for UL backhaul traffic. 
Congestion mitigation

The following issues of congestion mitigation were raised and summarized. We will discuss them one by one.  

IC-1: Long-term downstream congestion on a single link cannot be alleviated using existing Rel-16 DL HbH flow control mechanisms, without having to rely on dropping packets 

For the long-term downstream congestion on a single link, we think the most effective way to solve this problem is that the congested IAB node reports the congestion feedback information to Donor CU-CP. Upon receiving such congestion information, donor CU may adjust the bearer mapping and routing path selection for certain radio bearers to alleviate the congestion. As already agreed in RAN3#110-e meeting, the IAB node at the parent side of a congested backhaul link may send a congestion indication to the IAB-donor-CU-CP. Moreover, a lot of IAB DL end-to-end flow control are on the table and under discussion. It is not necessary for RAN2 to discuss this issue without input from RAN3. 

Observation 4: RAN3 has agreed that the IAB node at the parent side of a congested backhaul link may send a congestion indication to the IAB-donor-CU-CP. The details of the congestion indication could be further discussed in RAN3.

Proposal 8: Congested IAB node may report the congestion feedback information to Donor CU-CP to solve long-term congestion on a single link. This discussion could be left to RAN3. 
IC-3: Child node keeps requesting UL resources and/or allocating UL resources to its descendant nodes, even if the parent node is experiencing upstream congestion, as there is no UL HbH flow control in Rel-16 (apart from uplink scheduling which serves this purpose, but up to a point)

The UL HbH flow control has been discussed in Rel-16. It’s observed that congested IAB node DU may allocate the UL resources less than the amount of resource requested by child IAB MT. In this way, the IAB node DU could slow down the data rate of ingress bearer to match the data rate of egress bearer. So UL scheduling is considered baseline for UL hop-by-hop flow control. We think this mechanism is good enough to alleviate the short-term congestion. For the long term congestion, it could be alleviated by the congestion report from IAB node DU to donor CU as mentioned for IC-1. 
IC-4: IAB node only knows that the parent node has BH RLF (and only once the parent node’s recovery attempts have failed), but does not know if the parent node has recovered (or is likely to recover) from BH RLF 

This issue had been addressed in topology adaption email discussion. It is suggested not to discuss this issue repeatedly.
IC-5: IAB node may send DL HbH flow control feedback multiple times as triggering is done on simple threshold rule

As discussed in Rel-16, when and how to trigger the DL HbH flow control feedback is up to implementation. Actually, the threshold value is also up to implementation. Similarly, we think it can be up to IAB node’s implementation to reduce the number of DL HbH flow control feedback. 
IC-7: CU (not having knowledge of local congestion conditions) cannot update the routing path that is experiencing congestion

We think it is important to keep donor CU informed of the local congestion conditions. When congestion is detected, IAB node may send the congestion report to donor CU. Donor CU could then update the routing path configuration for DL/UL traffic to alleviate the congestion. Meanwhile, the data packet could still be forwarded to the next hop node slowly and recover to the normal rate when the congestion is alleviated via the routing re-configuration. To avoid the potential buffer overflow due to congestion, donor CU may configure the IAB node to report the congestion earlier so that the donor CU may take actions promptly. 
IC-8: Parent node does not know the desired data rate from the DL HbH flow control feedback

For the DL HbH flow control, the flow control feedback in NR Rel-16 IAB has been specified. The child IAB node may report the available buffer size, BAP routing ID/BH RLC channel to IAB node DU. Then IAB DU may adjust downlink data rate according to the feedback information to mitigate the downlink congestion. The available buffer size can already be used to slow down the downlink data rate. We see no extra benefits to further include the desired data rate in the flow control feedback. 
IC-9: An IAB node in DC with only one of its cell groups (MCG or SCG) congested has no means to selectively limit receiving uplink data from child nodes to be routed over the congested cell group 

Once again, we think this issue can be resolved by IAB node sending the congestion report to donor CU. Donor CU could then update the routing path configuration for DL/UL traffic to alleviate the congestion.
Conclusion
In this contribution, we discussed the issues for topology-wide fairness, multi-hop latency and congestion in IAB network. The validness of these issues are analyzed and the potential solutions for some of the issues are proposed. And we have the following observations and proposals:

Observation 1: For IF-1, if more DL data packets are scheduled to be transmitted over the routing path with poor link quality, the data packet may be buffered and congested at the intermediate IAB node with poor link quality. Finally, the flow control feedback may be triggered to slow down the DL data packet transmission.

Observation 2: The PDB associated with BH RLC channel is the upper bound for the time that a packet may be delayed between the gNB-DU and its child IAB-MT. IAB node may prioritize the backhaul traffic from BH RLC channel with lower PDB value (e.g. due to higher number of hops or latency critical service). 
Observation 3: It does not make sense to extend the LCG space while keep the original number of logical channel priority values.

Observation 4: RAN3 has agreed that the IAB node at the parent side of a congested backhaul link may send a congestion indication to the IAB-donor-CU-CP. The details of the congestion indication could be further discussed in RAN3.

Proposal 1: To solve the problem in IF-2, IAB node may report the BH link load status to donor CU, which correspondingly adjusts the bearer mapping and routing path selection to avoid unbalanced traffic load on BH RLC channels. 

Proposal 2: To solve the problem of both IF-2 abd IF-4, donor CU can send IAB node with the QoS profile of not only BH RLC channel but also the QoS profile of each UE DRB/QoS flows aggregated to this BH RLC channel. In addition, the data packet can further include the UE DRB info. 

Proposal 3: Based on the individual UE DRB’s QoS requirement and packet’s DRB info, IAB node can realize same QoS experience of individual UE bearers within N:1 mapped BH RLC channel.

Proposal 4: In order to support the routing path configuration based on actual latency, it is necessary for IAB node to measure and report the one hop latency per BH RLC channel to donor CU. 

Proposal 5: RAN2 is suggested to discuss whether to support the latency aware packet re-routing.

Proposal 6: It is suggested to support the packet discard operation at BAP entity of IAB node. 

Proposal 7: IAB MT may be configured with discard timer associated with BH RLC channel for UL backhaul traffic. 
Proposal 8: Congested IAB node may report the congestion feedback information to Donor CU-CP to solve long-term congestion on a single link. This discussion could be left to RAN3. 
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