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1 Introduction

At RAN#86 meeting, a new WI “Solutions for NR to support non-terrestrial networks (NTN)”[1] was agreed and has been updated in RAN#88-e[2]. Following objectives were specified for user plane procedures enhancements in RLC and PDCP layer:
· RLC
· Status reporting: Extension of the value range of t-Reassembly
· Sequence Numbers: extension of the SN space only for GEO scenarios
· PDCP
· SDU discard: Extension of the value range of discardTimer.
· Sequence Numbers: extension of the SN space for GEO scenarios.
At RAN2 #112-e meeting, following agreements regarding RLC and PDCP aspects for NTN have been achieved:

· RLC t-Reassembly timer needs to be extended in NR-NTN.
· There is no need to extend t-PollRetransmit Timer in NR-NTN.
· There is no need to extend t-statusProhibit Timer in NR-NTN.
· There is no need to extend RLC SN length in NR-NTN

· There is no need to extend PDCP SN length in NR-NTN 
This paper, based on the first version prepared by Nomor Research GmbH and Thales, provides further discussion on RLC t-Reassembly timer and PDCP SDU discardTimer which is related to the discussion on QoS requirements.
2 Discussion

2.1 RLC Status Reporting

A RLC status report can be triggered by the polling procedure or by detection of reception failure of an AMD PDU which is indicated by the expiration of t-Reassembly. This timer is started when an AMD PDU segment is received from lower layer, is placed in the reception buffer, at least one byte segment of the corresponding SDU is missing and the timer is not running already [3]. The procedure to detect loss of RLC PDUs at lower layers by expiration of timer t-Reassembly is used in RLC AM as well as in RLC UM. [2]
In current NR, the timer t-Reassembly can be configured by fixed values between 0 and 200ms.

In [POST111e][909][NTN] email discussion[4], all companies participating agreed that the RLC t-Reassembly timer needs to be extended in NR-NTN. However, more discussion raises the question in which way the timer shall be updated.
During the Study Item phase, the following formula providing a reasonable value for t-Reassembly was captured in [5].
t-Reassembly = RTD ∙ nrofHARQ-Retransmissions + schedulingOffset,
(1)
where 
· RTD covers the UE specific round-trip delay, 
· schedulingOffset specifies a possible delay on UE and network-side and 
· nrofHARQ-Retransmissions is the maximum number of configured HARQ-retransmissions.
The majority of the companies, participating in post #111-e email discussion, share the opinion that this formula or a modification of the formula should not be captured in the specifications. However, other companies are claiming the set of values due to the different scenarios in NTN, which differ significantly in propagation delay, should not get to large.
Currently, TS 38.331[6] covers the following set of configurable values:
T-Reassembly ::=                    ENUMERATED {
                                        ms0, ms5, ms10, ms15, ms20, ms25, ms30, ms35,
                                        ms40, ms45, ms50, ms55, ms60, ms65, ms70,
                                        ms75, ms80, ms85, ms90, ms95, ms100, ms110,
                                        ms120, ms130, ms140, ms150, ms160, ms170,
                                        ms180, ms190, ms200, spare1}
T-Reassembly is included in IE RLC-Config in DL-AM-RLC as well as in DL-UM-RLC sequence. 
In the updated WI description[2], it was agreed, that transparent payload is assumed. During the SI, Table 1 was provided for the maximum Round Trip Delay (RTD) for the considered NTN reference scenarios.
	
	Orbit, payload
	Max. RTD

	Scenario A
	GEO, transparent
	541.46ms

	Scenario B
	GEO, regenerative
	270.73ms

	Scenario C
	LEO, transparent
	25.77ms (600km)
41.77ms (1200km)

	Scenario D
	LEO, regenerative
	12.89ms (600km)
20.89ms (1200km)


Table 1 Maximum Round Trip Delay for different reference scenarios, see Table 4.2-2 in [5] 
As a compromise to have not too many values, we assume {1, 2, 3, 4, 8} as set of nrofHARQ-Retransmissons and max. RTD instead of UE specific delay. Therefore, we propose to define the following additional values for RLC t-Reassembly timer:
ntn_enhanced_set = {ms210, ms220, ms340, ms350, ms550, ms1100, ms1650, ms2200}

We skipped the values for nrofHARQ-Retransmissions equal 8 for GEO scenario because values over 4s are not useful from our perspective.
Proposal 1: 
Add the following set to the already specified set of values for t-Reassembly timer, see TS 38.331: {ms210, ms220, ms340, ms350, ms550, ms1100, ms1650, ms2200}.
2.2 PDCP SDU Discard

The transmitting PDCP entity shall discard the PDCP SDU when the discardTimer expires for a PDCP SDU or when a status report confirms the successful delivery [7]. Applying current NR specification, the discardTimer can be configured between 10ms and 1500ms or can be switched off by choosing infinity [6]. 
The discardTimer mainly reflects the QoS requirements of the packets belonging to a service. A set of standardized NR QoS requirements is defined in the 5QIs which are listed in Table 5.7.4-1 of [8], see Appendix A. The QoS requirements are described in terms of packet delay budget and packet error rate. SA2 is responsible for specification of new QoS classes dependent on service requirements. No new QoS classes have been defined for NTN in Release 17 yet. Besides the standardized QoS requirements, operators can define their own specific 5QIs.
Considering a GEO scenario with transparent payload, the maximum round trip delay (RTD) is given as 541.46ms in[5]. This results in a maximum one-way propagation delay of 270.73ms. This means in terms of delay, only the standardized 5QI 4, 72, 73, 74, 76, 6, 8 or 9 can be chosen. However, as the packet delay budget for these is either 300ms or 500ms, there is neither a HARQ nor an RLC retransmission possible. 
The largest acceptable packet error rate (PER) for the mentioned 5QI is 10-4, namely with 5QI 72 and 76. As no retransmissions are allowed due to the delay restrictions, we performed system-level simulations for the GEO scenario assuming all UEs having LOS condition and choosing the most conservative MCS scheme. 
According to TS 38.214[9], there are three different MCS tables for PDSCH: 
· Table 5.1.3.1-1
· Table 5.1.3.1-2 (related to higher layer parameter mcs-Table equal to ‘qam256’) 
· Table 5.1.3.1-3 (related to higher layer parameter mcs-Table equal to ‘qam64lowSE’) 
We selected MCS=0 of Table 5.1.3.1-2 which is QPSK and a code rate of 0.1172 as well as MCS=0 of Table 5.1.3.1-3 which is QPSK and a code rate of 0.0293. 
Figure 1 presents the resulting RLC error rate per user, while Figure 2 presents the user throughput. Each element which contributes to the CDF considers at least 87 289 packets. Following observations can be made:
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Figure 1 GEO scenario, RLC Error Rate per User
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Figure 2 GEO scenario, User Throughput

Observation 1:
For a GEO scenario with one transmission applying QPSK and a coding rate of 0.1172, the probability to achieve an error rate of 10-4 or less is 98%.
Observation 2:
For a GEO scenario with one transmission applying QPSK and a coding rate of 0.0293, the probability to achieve an error rate of 10-4 or less is 100%. 
Observation 3: 
The UE throughput decreases significantly, if for all transmissions MCS = 0 (QPSK and a coding rate of 0.1172 or 0.0293) is selected in comparison to the case where Link Adaptation with a target BLER of 1% is applied.
Considering the observations, we conclude that the current specified QoS requirements could be achieved, if the lowest MCS of Table 5.1.3.1-3 of TS 38.213[9] is applied for all transmissions at the expense of UE throughput. Note, that we assumed LOS condition for all UEs. From our perspective a relaxation of the requirements for GEO scenarios seems beneficial.
As during [POST111e][909][NTN] email discussion[4] and RAN2 #112-e meeting, the majority of companies disagreed to modify PDCP discardTimer, if no new 5QI requirements are defined and disagreed to send a LS to SA2 requesting to define new 5QI values, we encourage companies to take the above observations into consideration when discussing Release 18 topics.
3 Conclusion and Proposals

In this document, we discussed remaining aspects on enhancements for NTN on PDCP and RLC layer. The following observations and proposals are made: 

Observation 1:
For a GEO scenario with one transmission applying QPSK and a coding rate of 0.1172, the probability to achieve an error rate of 10-4 or less is 98%.
Observation 2:
For a GEO scenario with one transmission applying QPSK and a coding rate of 0.0293, the probability to achieve an error rate of 10-4 or less is 100%. 
Observation 3: 
The UE throughput decreases significantly, if for all transmissions MCS = 0 (QPSK and a coding rate of 0.1172 or 0.0293) is selected in comparison to the case where Link Adaptation with a target BLER of 1% is applied.
Proposal 1: 
Add the following set to the already specified set of values for t-Reassembly timer, see TS 38.331: {ms210, ms220, ms340, ms350, ms550, ms1100, ms1650, ms2200}.
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Appendix A 

Table 5.7.4-1: Standardized 5QI to QoS characteristics mapping

	5QI
Value
	Resource Type
	Default Priority Level
	Packet Delay Budget
(NOTE 3)
	Packet Error
Rate 
	Default Maximum Data Burst Volume
(NOTE 2)
	Default
Averaging Window
	Example Services

	1

	
GBR
	20
	100 ms
(NOTE 11,
NOTE 13)
	10-2
	N/A
	2000 ms
	Conversational Voice

	2

	(NOTE 1)
	40
	150 ms
(NOTE 11,
NOTE 13)
	10-3
	N/A
	2000 ms
	Conversational Video (Live Streaming)

	3
(NOTE 14)
	
	30
	50 ms
(NOTE 11,
NOTE 13)
	10-3
	N/A
	2000 ms
	Real Time Gaming, V2X messages
Electricity distribution – medium voltage, Process automation - monitoring

	4

	
	50
	300 ms
(NOTE 11,
NOTE 13)
	10-6
	N/A
	2000 ms
	Non-Conversational Video (Buffered Streaming)

	65
(NOTE 9,
NOTE 12)
	
	7
	75 ms
(NOTE 7, NOTE 8)
	
10-2
	N/A
	2000 ms
	Mission Critical user plane Push To Talk voice (e.g., MCPTT)

	66
(NOTE 12)

	
	
20
	100 ms
(NOTE 10,
NOTE 13)
	
10-2
	N/A
	2000 ms
	Non-Mission-Critical user plane Push To Talk voice

	67
(NOTE 12)

	
	15
	100 ms
(NOTE 10,
NOTE 13)
	10-3
	N/A
	2000 ms
	Mission Critical Video user plane

	75
(NOTE 14)
	
	
	
	
	
	
	

	71
	
	56
	150 ms (NOTE 11, NOTE 13, NOTE 15)
	10-6
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	72
	
	56
	300 ms (NOTE 11, NOTE 13, NOTE 15)
	10-4
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	73
	
	56
	300 ms (NOTE 11, NOTE 13, NOTE 15)
	10-8
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	74
	
	56
	500 ms (NOTE 11, NOTE 15)
	10-8
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	76
	
	56
	500 ms (NOTE 11, NOTE 13, NOTE 15)
	10-4
	N/A
	2000 ms
	"Live" Uplink Streaming (e.g. TS 26.238 [76])

	5
	Non-GBR
	10
	100 ms
NOTE 10,
NOTE 13)
	10-6
	N/A
	N/A
	IMS Signalling

	6
	(NOTE 1)
	
60
	
300 ms
(NOTE 10,
NOTE 13)
	
10-6
	N/A
	N/A
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
	
	
70
	
100 ms
(NOTE 10,
NOTE 13)
	
10-3
	N/A
	N/A
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
	
	
80
	


300 ms
(NOTE 13)
	


10-6
	


N/A
	


N/A
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive

	9
	
	90
	
	
	
	
	video, etc.)

	69
(NOTE 9, NOTE 12)
	
	5
	60 ms
(NOTE 7, NOTE 8)
	10-6
	N/A
	N/A
	Mission Critical delay sensitive signalling (e.g., MC-PTT signalling)

	70
(NOTE 12)

	
	55
	200 ms
(NOTE 7,
NOTE 10)
	10-6
	N/A
	N/A
	Mission Critical Data (e.g. example services are the same as 5QI 6/8/9)

	79
	
	65
	50 ms
(NOTE 10,
NOTE 13)
	10-2
	N/A
	N/A
	V2X messages

	80
	
	68
	10 ms
(NOTE 5,
NOTE 10)
	10-6
	N/A
	N/A
	Low Latency eMBB applications Augmented Reality

	82
	Delay Critical GBR
	19
	10 ms
(NOTE 4)
	10-4
	255 bytes
	2000 ms
	Discrete Automation (see TS 22.261 [2])

	83
	
	22
	10 ms
(NOTE 4)
	10-4
	1354 bytes
(NOTE 3)
	2000 ms
	Discrete Automation (see TS 22.261 [2]);
V2X messages (UE - RSU Platooning, Advanced Driving: Cooperative Lane Change with low LoA. See TS 22.186 [111])

	84
	
	24
	30 ms
(NOTE 6)
	10-5
	1354 bytes
(NOTE 3)
	2000 ms
	Intelligent transport systems (see TS 22.261 [2])

	85
	
	21
	5 ms
(NOTE 5)
	10-5
	255 bytes
	2000 ms
	Electricity Distribution- high voltage (see TS 22.261 [2]).
V2X messages (Remote Driving. See TS 22.186 [111], NOTE 16)

	86
	
	18
	5 ms
(NOTE 5)
	10-4
	1354 bytes
	2000 ms
	V2X messages (Advanced Driving: Collision Avoidance, Platooning with high LoA. See TS 22.186 [111])

	NOTE 1:
A packet which is delayed more than PDB is not counted as lost, thus not included in the PER.
NOTE 2:
It is required that default MDBV is supported by a PLMN supporting the related 5QIs.
NOTE 3:
The Maximum Transfer Unit (MTU) size considerations in clause 9.3 and Annex C of TS 23.060 [7] are also applicable. IP fragmentation may have impacts to CN PDB, and details are provided in clause 5.6.10.
NOTE 4:
A static value for the CN PDB of 1 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. When a dynamic CN PDB is used, see clause 5.7.3.4.
NOTE 5:
A static value for the CN PDB of 2 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. When a dynamic CN PDB is used, see clause 5.7.3.4.
NOTE 6:
A static value for the CN PDB of 5 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. When a dynamic CN PDB is used, see clause 5.7.3.4.
NOTE 7:
For Mission Critical services, it may be assumed that the UPF terminating N6 is located "close" to the 5G_AN (roughly 10 ms) and is not normally used in a long distance, home routed roaming situation. Hence a static value for the CN PDBof 10 ms for the delay between a UPF terminating N6 and a 5G_AN should be subtracted from this PDB to derive the packet delay budget that applies to the radio interface.
NOTE 8:
In both RRC Idle and RRC Connected mode, the PDB requirement for these 5QIs can be relaxed (but not to a value greater than 320 ms) for the first packet(s) in a downlink data or signalling burst in order to permit reasonable battery saving (DRX) techniques.
NOTE 9:
It is expected that 5QI-65 and 5QI-69 are used together to provide Mission Critical Push to Talk service (e.g., 5QI-5 is not used for signalling). It is expected that the amount of traffic per UE will be similar or less compared to the IMS signalling.
NOTE 10:
In both RRC Idle and RRC Connected mode, the PDB requirement for these 5QIs can be relaxed for the first packet(s) in a downlink data or signalling burst in order to permit battery saving (DRX) techniques.
NOTE 11:
In RRC Idle mode, the PDB requirement for these 5QIs can be relaxed for the first packet(s) in a downlink data or signalling burst in order to permit battery saving (DRX) techniques.
NOTE 12:
This 5QI value can only be assigned upon request from the network side. The UE and any application running on the UE is not allowed to request this 5QI value.
NOTE 13:
A static value for the CN PDB of 20 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface.
NOTE 14:
This 5QI is not supported in this Release of the specification as it is only used for transmission of V2X messages over MBMS bearers as defined in TS 23.285 [72] but the value is reserved for future use.
NOTE 15:
For "live" uplink streaming (see TS 26.238 [76]), guidelines for PDB values of the different 5QIs correspond to the latency configurations defined in TR 26.939 [77]. In order to support higher latency reliable streaming services (above 500ms PDB), if different PDB and PER combinations are needed these configurations will have to use non-standardised 5QIs.
NOTE 16:
These services are expected to need much larger MDBV values to be signalled to the RAN. Support for such larger MDBV values with low latency and high reliability is likely to require a suitable RAN configuration, for which, the simulation scenarios in TR 38.824 [112] may contain some guidance.
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