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 Introduction

In RAN2 112e meeting around the support of MBS for non RRC_CONNECTED UE (i.e., RRC_IDLE, and RRC_INACTIVE), instead of achieving some concrete agreements about which session/service (Broadcast or Multicast session) shall be supported in which RRC status(es), a middle ground was achieved in RAN2 to work towards two deliver modes (deliver mode 1 for high QoS requirement, and delivery mode 2 for low QoS requirement). 

The name is certainly not an official one that is about to be written into the spec, but the way ahead suggests that there will be two distinct delivery modes for NR MBS from RAN2 perspective: one is only for RRC_CONNECTED UEs to deliver high QoS support, while the other is for relatively low QoS requirement.
RAN2 112e Agreements
=>For Rel-17, R2 specifies two modes: 

1: One delivery mode for high QoS (reliability, latency) requirement, to be available in CONNECTED (possibly the UE can switch to other states when there is no data reception TBD)

2: One delivery mode for “low” QoS requirement, where the UE can also receive data in INACTIVE/IDLE (details TBD).

R2 assumes (for R17) that delivery mode 1 is used only for multicast sessions. 

R2 assumes that delivery mode 2 is used for broadcast sessions. 

The applicability of delivery mode 2 to multicast sessions is FFS.

So the next issue from here is, if RAN2 is going to define two delivery modes anyway, how should the two kinds of sessions (Broadcast or Multicast session) can be mapped to the deliver modes? Or if in the 3GPP/RAN2 tool box we have two delivery modes, the key issue for now is if Multicast session can make use one of them, i.e., delivery mode 2 which seems a "best effort" only tool. 

In this contribution, more detailed discussions on why and how Multicast can be supported by the delivery mode 2 is provided, and an analysis of technique details on delivery mode 2 is given.
 Multicast support of delivery mode 2
 Multicast does not equal high QoS requirement 
If we take a look at the real production environment, Multicast (e.g., IP multicast, or applications that run on IP Multicast) is mostly used in service discovery (e.g., mDNS, Bonjour) or bulk content delivery (e.g., video content delivery). Some of them are indeed Multicast services while they ask for no more than "best effort" delivery.

Although in the WID of NR MBS [1] it includes some services, like V2X, Public safety, or Mission Critical services, the MBS support in the Rel-17 aims for a broad spectrum from the "low" QoS requirements (e.g., transparent IPv4/IPv6 multicast delivery, IPTV, and software delivery over wireless, etc.) to the "high" QoS requirement. 

Certain Multicast services ask for no more than "best effort" delivery.
The WI of NR MBS is supposed to support a broad spectrum of services from "low" to "high" QoS requirement.
RAN2 shall not have such preconception or make choices for the application layer. There is no such thing that, "Multicast is always of higher reliability" as we have clearly clarified above as any of the use cases mentioned in the WID can be delivered as Multicast, as application layers usually do.
 Benefits of support Multicast in delivery mode 2
To support Multicast in delivery mode 2 brings flexibility and scalability. From 3GPP RAN perspective, it is always good to have a solution with good scalability, i.e., the network is able to well handle growing UE numbers in the Multicast group in a nonlinear way in the same cell. 

Such requirement also appears in Mission Critical services (note: "broadcast" and "multicast" are used interchangeably in the quoted document, however one should be well aware that in such circumstances it could be Multicast):
A particular type of group call is broadcast group, in which there are many simultaneous listeners but typically only the initiator gets to transmit. If a multicast bearer is used in the downlink, allocating unicast bearers other than in the uplink for the initiator, may be wasteful and unnecessary.

Moreover, to support large number of UEs in the same cell for MCPTT is also an essential requirement, otherwise there might be of service denial from the network if the network is overloaded and congested if an RRC connection has to be maintained for each UE:

The main driver for this key issue is to enable service for a large number of UEs in a cell.

In general, UEs can be refused admission to a cell based on several limiting factors that include a maximum number of connected UEs and the amount of traffic in the cell. Based on the public safety group call model, the amount of traffic in the cell can be relatively low in comparison to other types of traffic, because public safety UEs engaged in group calls have the capability to use (share) only one bearer (multicast) for downlink and it is usual to have only one UE transmitting at a time.

Delivery mode 2 fits typical traffic pattern (only the initiator or part of the terminal needs uplink traffic while the uplink resources can be released) and requirements for Mission Critical services (large number UE support in a cell).
Apparently, limiting UE to receive the Multicast service of lower QoS requirement in RRC_CONNECTED is not the optimal way to support scalability. What is the point that if the service that UE consumes does not require to be in RRC_CONNECTED but the UEs are forced to stay in RRC_CONNECTED? If the network has to release the UE, in such case, we'd say reception of the MBS service in a compromised manner (but the QoS requirement is still met) is better than no service at all. 

The solution is to allow UEs to continue the service reception but in non-RRC_CONNECTED status.
Support Multicast in delivery mode 2 provides a scalable solution in case of large number of UEs in the same cell or when the network is congested.
 Spec efforts to support Multicast in delivery mode 2

The Spec efforts to support Multicast in delivery mode 2 can be well contained, as we have will have to standardize two sets of delivery modes as agreed in last meeting. The anticipated standard work will be:

define the baseline of the deliver mode 2 first which is supposed to be done in RAN2 scope anyway.
define the procedure how UE is able to receive the PTM config in delivery mode 2 for NR Multicast service (status transitioning, UE mobility). Considering UE will be in RRC_CONNECTED to apply for the Multicast session beforehand, all above procedure will be under network control and won't bring much spec impacts. 
Minor enhancements are anticipated to support Multicast in delivery mode 2.

To summarize, based on above observation, we suggest the below proposal:
Support NR Multicast with delivery mode 2.
 Delivery mode 2

Due to time limit, the discussion stopped on an intermediate note which were recorded on some of the details of delivery mode 2:

intermediate note of RAN2 112e
UE receives the MBS configuration (for broadcast/delivery mode 2) by BCCH and/or MCCH (TBD), and this can be received in Idle / Inactive mode. Connected mode FFS (dep on UE cap and where service is provided etc). A notification mechanism is used to announce the change of MBS Control information.

The discussion in this document focuses on two issues:

BCCH or MCCH to deliver the MBS configuration
PTM configuration details 

 BCCH vs MCCH
This issue has been discussed in Rel-13 for SC-PTM support, and SC-MCCH was chosen as the final solution since SC-MCCH offers the lower control plane latency compared SIB [3]. The requirement on the control plane latency was raised for MCPTT communication and the configurable modification period is further reduced to one radio frame:
38311

sc-mcch-RepetitionPeriod-v1470

ENUMERATED {rf1}
sc-mcch-ModificationPeriod

Defines periodically appearing boundaries, i.e. radio frames for which SFN mod sc-mcch-ModificationPeriod = 0

While for the SIB solution, the minimum SIB scheduling period is 8 radio frames in NR.
si-Periodicity                      ENUMERATED {rf8, rf16, rf32, rf64, rf128, rf256, rf512},

BCCH based solution introduces longer control plane latency.

Meanwhile, compared to SIB design, MCCH features better forward compatibility, e.g., which can bear more information and supports better scheduling flexibility.
MCCH solution in LTE eMBMS as the baseline for MBS reception.
 PTM configuration
Before we can go any further on the MCCH design, e.g, the feasibility of validity area of MCCH, multiple MCCH per cell, or the modification/notification mechanism, it is suggested to have a clear mind on which information shall be contained in the PTM configuration from MCCH. In the support of SC-PTM in LTE eMBMS, the SC-MCCH includes the information as below:

Service ID, e.g., TMGI, G-RNTI both in service layer and physical layer.
DRX like time domain scheduling information.
Service availability in neighbouring cells.
While for NR, new information bits might need to be adopted, for example:

possible bearer configurations.
BWP, which includes the physical channel configuration like PDSCH or PDCCH.
CORESET information.
For NR MBS, additional information might be needed to be transmitted in MCCH, which includes bearer configuration, BWP, or CORESET information.

While for above information, each item has to be confirmed whether it is cell specific or area specific. Some companies suggest this might be network implementation, but from RAN3 perspective, additional work might be needed or extra concern will be inevitable.

There will be RAN3 impacts for per area MCCH or PTM configuration.
Therefore, it is suggested to have per cell PTM configuration first, further discussion can be based on such baseline.

RAN2 to discuss cell specific PTM configuration first, while de-prioritizing per area or multi-cell PTM configuration.
 Conclusion
Based on the analysis provided above, we have the following observations:
Observation 1  Certain Multicast services ask for no more than "best effort" delivery.

Observation 2  The WI of NR MBS is supposed to support a broad spectrum of services from "low" to "high" QoS requirement.

Observation 3  Delivery mode 2 fits typical traffic pattern (only the initiator or part of the terminal needs uplink traffic while the uplink resources can be released) and requirements for Mission Critical services (large number UE support in a cell).

Observation 4  Support Multicast in delivery mode 2 provides a scalable solution in case of large number of UEs in the same cell or when the network is congested.

Observation 5  Minor enhancements are anticipated to support Multicast in delivery mode 2.

Observation 6  BCCH based solution introduces longer control plane latency.

Observation 7  For NR MBS, additional information might be needed to be transmitted in MCCH, which includes bearer configuration, BWP, or CORESET information.

Observation 8  There will be RAN3 impacts for per area MCCH or PTM configuration.

Based on the analysis provided above, we have the following proposals:

Proposal 1  Support NR Multicast with delivery mode 2.

Proposal 2  MCCH solution in LTE eMBMS as the baseline for MBS reception.

Proposal 3  RAN2 to discuss the content of cell specific PTM configuration, while de-prioritizing per area or multi-cell PTM configuration.
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