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1. Introduction
An LS [1] on AN-PDB and PER targets for satellite access from SA2 has arrived in RAN2 to ask about the expected AN-PDB and PER targets for access via satellite/HAPS in different orbits:
SA2 has been discussing the QoS requirements when one of the RAT types for satellite access is used (NR(LEO), NR(MEO), NR(GEO), NR(OTHERSAT)). SA2 would like to highlight that the current 5QI Table 5.7.4-1 in TS 23.501 that contains the standardised 5QIs has the upper limit of AN-PDB set to 480 ms for GBR 5QIs and 280ms for non-GBR 5QIs. SA2 expectation is that when one or more of the RAT types for satellite access is used in some cases the AN-PDB could exceed these maximum values and therefore SA2 could need to define new 5QI values for certain services that will be operable over satellite access.
Question 1: SA2 would like to ask RAN1, and RAN2 to indicate what is the expected “lower” and “higher” AN-PDB values when the different RAT types for satellite access is used?
Related to above SA2 would also like to understand whether the expected PER limits (e.g. current upper bound of PER defined is 10-2) when the different RAT types for satellite access is used.
Question 2: SA2 would like to ask RAN1, and RAN2 to indicate what is the expected upper bound of PER when the different RAT types for satellite access is used?
In this paper, we share some understanding on the definition AN-PDB and PER as well as assistance information to SA2.
2. [bookmark: _Toc12718547]Discussion
The PDB and PER are part of the 5G QoS characteristics, which are used to control QoS forwarding treatment for the QoS Flow and some examples of the standardized 5QI and the associated PDB/PER in NR can be found in the following table [2]:
Table 1: Standardized 5QI to QoS characteristics mapping
	5QI
Value
	Resource Type
	Default Priority Level
	Packet Delay Budget
(NOTE 3)
	Packet Error
Rate 
	Default Maximum Data Burst Volume
(NOTE 2)
	Default
Averaging Window
	Example Services

	1

	
GBR
	20
	100 ms
(NOTE 11,
NOTE 13)
	10-2
	N/A
	2000 ms
	Conversational Voice

	2

	(NOTE 1)
	40
	150 ms
(NOTE 11,
NOTE 13)
	10-3
	N/A
	2000 ms
	Conversational Video (Live Streaming)


The Packet Delay Budget (PDB) defines an upper bound for the time that a packet may be delayed between the UE and the N6 termination point at the UPF:
PDB = 5G-AN PDB + CN PDB.
The CN PDB represents the delay between any N6 termination point at UPF (for any UPF that may possibly be selected for the PDU Session) and the 5G-AN while the 5G-AN PDB represents the delay between UE and the 5G-AN.
The Packet Error Rate (PER) defines an upper bound for the rate of PDUs (e.g. IP packets) that have been processed by the sender of a link layer protocol (e.g. RLC in RAN of a 3GPP access) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in RAN of a 3GPP access).
As mentioned in the SA2 LS, the upper limit of AN-PDB is set to 480ms for GBR 5QIs and 280ms for non-GBR 5QIs, which cannot be used to control QoS forwarding treatment for some access via high orbit satellites (e.g. GEO) as the delay between UE and the 5G-AN will go beyond such limit. Thus, SA2 is considering to define new 5QI values for certain services that will be operable over satellite access.
In our understanding, the value of the PDB and PER varies for different service types and is defined based on the requirements of different services. Before defining NTN specific PDB or PER, the services and corresponding requirements for delay and reliability supported in various NTN scenarios, e.g. GEO/LEO/HAPS based NTN with transparent payload, should be clarified in SA groups.
Observation 1: RAN2 understand the services and corresponding requirements for delay and reliability supported in various NTN scenarios, e.g. GEO/LEO/HAPS based NTN with transparent payload, should be clarified in SA groups before defining the NTN specific PDB and PER. 
Regarding the AD-PDB, which refers to the upper limit of the delay between UE and the AN, some assistance information about the maximum round trip delay in different scenarios can be provided from RAN2’s perspective.
As agreed in RAN2#111e, “table 4.2-2 of [TR 38.821] is used as a baseline for the normative work, with the removal of the regenerative payload option” and the maximum round trip delay for the scenarios within R17 working scope can be found in the following table:
Table 2: Reference scenario parameters
	Scenarios
	GEO based non-terrestrial access network (Scenario A - transparent payload)
	LEO based non-terrestrial access network (Scenario C - transparent payload)

	Altitude
	35,786 km
	600 km
1,200 km

	Max Round Trip Delay (propagation delay only)
	541.46 ms (service and feeder links)
	Service and feeder links:
25.77 ms (600km)
41.77 ms (1200km)


[image: ]
Figure 1: Overall Architecture of a NTN
As shown in the above figure, the max round trip delay in table 2 refers to the delay in service link and feeder link for the transparent payload. For the case when the gNB is co-located at the GW, which is considered with higher priority in RAN2, the transmission delay between gNB and the GW can be ignored.
For LEO/MEO/GEO based NTN, the maximum round trip delay between UE and the NTN-GW would be 25.77ms (600km-LEO) ~ 541.46ms (35786km-GEO), which can be taken into account when defining the AD-PDB at SA2.
In addition, NTN payload embarked using HAPS, at an altitude between 8 and 50 km, is also within the Rel-17 working scope in RAN. In our understanding, the delay between UE and the gNB for HAPS based NTN would be close to that in TN network.
Observation 2: The maximum round trip delay between UE and the NTN-GW would be 25.77ms (600km-LEO based NTN with transparent payload) ~ 541.46ms (35786km-GEO based NTN with transparent payload), which can be taken into account when defining the AD-PDB at SA2.
Observation 3: The propagation delay in HAPS based NTN with transparent payload would be similar to that in the TN.
Regarding PER, although there have been agreements made in RAN1 and RAN2 on disabling HARQ feedback for downlink, the HARQ retransmission and RLC ARQ would still be supported in NTN to ensure the reliability. Thus, we understand the PER for a certain service, if supported in NTN, would be similar to the corresponding PER in TN.
Observation 4: The PER for a certain service, if supported in NTN, would be similar to the corresponding PER in TN.
Proposal: A reply LS is sent to SA2 to reflect the above observations from RAN2’s perspective [3].
3. Conclusion and proposals
With the above analysis, we have the following conclusions and proposals:
Observation 1: RAN2 understand the services and corresponding requirements for delay and reliability supported in various NTN scenarios, e.g. GEO/LEO/HAPS based NTN with transparent payload, should be clarified in SA groups before defining the NTN specific PDB and PER. 
Observation 2: The maximum round trip delay between UE and the NTN-GW would be 25.77ms (600km-LEO based NTN with transparent payload) ~ 541.46ms (35786km-GEO based NTN with transparent payload), which can be taken into account when defining the AD-PDB at SA2.
Observation 3: The propagation delay in HAPS based NTN with transparent payload would be similar to that in the TN.
Observation 4: The PER for a certain service, if supported in NTN, would be similar to the corresponding PER in TN.
Proposal: A reply LS is sent to SA2 to reflect the above observations from RAN2’s perspective.
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