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1. Introduction
In RAN2#112-e meeting, the following agreements on MBS delivery mode were made: 
Agreements:
For Rel-17, R2 specifies two modes: 
	1: One delivery mode for high QoS (reliability, latency) requirement, to be available in CONNECTED (possibly the UE can switch to other states when there is no data reception TBD)
	2: One delivery mode for “low” QoS requirement, where the UE can also receive data in INACTIVE/IDLE (details TBD).
	R2 assumes (for R17) that delivery mode 1 is used only for multicast sessions. 
	R2 assumes that delivery mode 2 is used for broadcast sessions. 
	The applicability of delivery mode 2 to multicast sessions is FFS.

In this paper, we will discuss the details related to the agreed delivery modes.
2. Discussion
2.1. Application of delivery mode 2
It has been agreed that two delivery modes are available for MBS delivery with delivery mode 1 for services with high QoS requirement and delivery mode 2 for services with low QoS requirement. RAN2 also agreed that delivery mode 2 is used for broadcast sessions and delivery mode 1 is only used for multicast sessions, but whether delivery mode 2 can be applied to multicast sessions is still FFS. One argument for applying delivery mode 2 to multicast sessions is based on the assumption that some multicast services with low QoS requirement have to be provided with multicast session, and for such services delivery mode 2 can be used.
In our understanding, the multicast service(s) with relatively low QoS requirement can be mapped to broadcast session, i.e. the multicast group management can be left to application layer in the way it was handled for LTE SC-PTM where group management was left to GCSE server. In such case, the broadcast area can be generated by application layer based on the group management and the broadcast session can be managed based on the application inputs. One may argue that this may conflict with the broadcast session definition in 23.757 as below: 
Broadcast session: A session to deliver the broadcast communication service. A broadcast session is characterised by the content to send and the geographical area where to distribute it.
However, we consider “broadcast communication service” is defined from 3GPP system point of view. This does not prevent a multicast service in application layer to be deployed by broadcast session if the application layer can provide the area where the service is to be broadcasted. We can ask SA2 to clarify this if necessary.
Observation 1. It is possible to map the application layer multicast service(s) with low QoS requirements to broadcast sessions in 3GPP system. 
It should be also noted that it is expected that delivery mode 1 configuration will be rather flexible and the network may support multicast services of low QoS by using mode 1 with PTM leg without HARQ feedback configured for example. Additionally, the UE may be configured with a connected mode DRX aligned with MBS DRX as much as possible to allow for UE power saving, which seems to be the main motivator for allowing delivery mode 2 for multicast services. Similarly, the congestion scenario can be easily supported by delivery mode 1, e.g. by de-configuring feedback and using PTM transmission only. This way the number of resources consumed by delivery mode 1 and delivery mode 2 in a cell would be almost the same.
Observation 2: It is possible to support multicast service(s) with low QoS requirement using delivery mode 1 in RRC CONNECTED by applying proper DRX configuration to allow for UE power saving 
Observation 3: In the congestion scenario, the network can de-configure uplink feedback and only use the resource efficient PTM transmission in delivery mode 1 in RRC CONNECTED. Consequently, resource consumption would be almost the same as in delivery mode 2. 
Even though it is possible to map the multicast service(s) with low QoS requirements to broadcast session or to support them by multicast session with delivery mode 1 quite efficiently, some companies may still seek to leave the possibility to use delivery mode 2 for multicast session for some other reasons such as deployment flexibility for multicast service(s) with low QoS requirement. However, different from broadcast session, the CN is assumed to manage the UE group subscription for a multicast session and setup/release multicast session only towards the cells where UEs in the multicast group reside. In other words, the CN needs to be aware of positions of the UEs belonging to a multicast group at a cell level for multicast session management. Therefore, to support multicast session in delivery mode 2, the UEs in IDLE/INACTIVE mode would have to report their current serving cell to CN on every cell change, and the CN would have to use this report to setup/release multicast session. Furthermore, even if upon the cell change of a UE the neighbouring cell is transmitting the same multicast service to other UEs in the same group already in its coverage, the gNB may transmit the multicast data using the PTP transmission. Consequently, the UE in RRC IDLE/INACTIVE would not be able to receive multicast transmission when entering such cell and would still need to establish RRC connection and inform RAN/CN about the cell change. 
It may also happen that some IDLE UEs are unable to report the cell change to CN due to being out of coverage or due to hardware failure. The network would then assume the UE is still receiving MBS service in the original cell until the expiry of TAU timer which is quite long, and thus the radio resource waste would be a problem in such case. To avoid such situation, a timer based keep-alive mechanism would have to be introduced. For RRC_INACTIVE, the current periodical RNAU timer can be reused for such purpose.
Observation 4. To support delivery mode 2 for multicast session, the UEs in IDLE/INACTVE mode have to establish RRC connection and report serving cell to CN on every cell change and a timer based keep-alive mechanism might be needed for IDLE UEs.
Another aspects that should be considered is the relation to the MBMS session model captured in TR 23.757 as below. 


TR23757 Figure 8.2.2.2-1: Merged MBMS session model
According to the session model, the multicast session is associated to UE’s PDU session context. Therefore, it is not possible for a UE to receive a multicast session without having a corresponding PDU session established as currently PDU session is used for many MBS related procedures as per SA2 agreements and modelling. 
Observation 5. SA2 has not discussed idle mode reception for multicast and assumes that the multicast session is associated with the PDU session of a UE, but PDU sessions would be released for the idle UE.
Another problem to support idle mode reception for multicast is that, if RAN want to move some idle UEs to the connected mode, e.g. when the congestion is alleviated in RAN, RAN has no mechanism to trigger such transition by itself and would need to rely on CN to trigger paging to the UEs. On the other hand, CN would not be aware of the need to trigger paging and for which UEs it should do that.
Observation 6: RAN has no option to directly trigger idle UEs receiving multicast session to transit to connected state, e.g. after congestion situation is alleviated. RAN would have to rely on CN paging procedure, but CN would not be aware of the need to trigger paging and for which UEs it should do that.
To reduce the complexity to develop cell change report mechanism for IDLE/INACTIVE UE and avoid impacts to SA2, one alternative solution is to use the existing mechanism for RRC_INACTIVE with restricted RNA configuration. For example, if a RRC_INACTIVE UE is configured with RNA only containing one serving cell, the UE would trigger RNA update on every cell change Thanks to this, the gNB would know exactly which UEs in its cells are in a multicast group by existing RNA update mechanism and could decide in which cells to provide PTM transmission. If the PTM configuration needs to be changed in the new cell, new configuration can be provided to UE in RRC Resume message followed by a RRC Release message to release the UE to RRC_INACTIVE again. Since the CN is transparent to RRC_INACTIVE, the multicast session can be managed in the same way as for connected UEs. That means, if we extend delivery mode 1 to RRC_INACTIVE by assuming RNA with only one cell, i.e. UE’s current serving cell, delivery mode 1 can support multicast session of lower QoS without additional spec efforts.
Observation 7. If delivery mode 1 is extended to RRC_INACTIVE by assuming RNA with only cell, multicast session with lower QoS can also be supported by delivery mode 1 without additional spec efforts.
Proposal 1. If RAN2 decides that support of multicast session should not be limited to UEs in RRC Connected state, Delivery mode 1 can be extended to INACTIVE state where RNA is assumed to only include one cell. 
2.2. Data inactivity within a multicast session 
After the start of a multicast session, the data flow may not be continuous. There might be no data packet to be delivered in a period of time. In this case, keeping the UEs in RRC_CONNECTED state without data to be delivered will consume extra power of the UEs and, from the network side, keeping the UE in RRC_CONNECTED state unnecessarily blocks radio and network resources, which may impact, e.g. network capacity. 
According to the discussion in other working groups, i.e. SA2 and RAN3, currently there are two possible solutions for the multicast session if there is no data delivered temporarily:
1) The multicast session is released by the CN;
2) The multicast session is NOT released by CN.
In the first approach, if the multicast session is released by CN, the CN shall indicate the gNB and/or the UE about the release of the corresponding multicast session and the UE could be released to RRC_IDLE/INACTIVE state. If the data is available for the corresponding multicast service(s) again, the multicast session has to be re-established. As the network is aware of the UEs that are interested in the service, the network can notify the corresponding UEs about the (re-)start of the multicast service. In this case, the paging mechanism can be applied to locate the UEs which previously joined the multicast session and bring them to RRC_CONNECTED state for the reception of the service. 
In the second approach, if the CN does not release the multicast session even when there is no data activity for some time, it would be beneficial to give RAN side a possibility to deactivate/release the PTM transmission by itself. In this case, the multicast session is still set up and valid and the CN may use it to transmit MBS data at any time. In this case, it does not seem reasonable for the RAN to release the UE to RRC IDLE state, which would require the CN to page the UE whenever data becomes available and would impact CN procedures. Instead, if RAN wishes to save network resources and/or decrease UE power consumption while there is temporarily no data to send within MBS session, it may release the UE to RRC INACTIVE state. When there is data available in the corresponding multicast session again, the RAN could notify the UE to start to receive the data packet of the multicast session again using RAN paging mechanism. Thanks to this, the benefits of RRC INACTIVE state can be exploited without impacting the CN procedures. 
[bookmark: _Ref59196238]Proposal 2. In the case that there is no data available for the multicast session:
a) If the multicast session is released by CN, the UE can be released to RRC_IDLE/INACTIVE state; legacy CN paging can be used as baseline to invoke the UE when data arrives again.
b) If the multicast session is not released by CN, the UE can be moved to RRC_NACTIVE state; legacy RAN paging mechanism can be the baseline to invoke UE when data arrives again.
3. Conclusion
Based on the above discussion, we conclusion the following observations and proposals: 
Observation 1. It is possible to map the application layer multicast service(s) with low QoS requirements to broadcast sessions in 3GPP system. 
Observation 2: It is possible to support multicast service(s) with low QoS requirement using delivery mode 1 in RRC CONNECTED by applying proper DRX configuration to allow for UE power saving 
Observation 3: In the congestion scenario, the network can de-configure uplink feedback and only use the resource efficient PTM transmission in delivery mode 1 in RRC CONNECTED. Consequently, resource consumption would be almost the same as in delivery mode 2. 
Observation 4. To support delivery mode 2 for multicast session, the UEs in IDLE/INACTVE mode have to establish RRC connection and report serving cell to CN on every cell change and a timer based keep-alive mechanism might be needed for IDLE UEs.
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Observation 6: RAN has no option to directly trigger idle UEs receiving multicast session to transit to connected state, e.g. after congestion situation is alleviated. RAN would have to rely on CN paging procedure, but CN would not be aware of the need to trigger paging and for which UEs it should do that.
Observation 7. If delivery mode 1 is extended to RRC_INACTIVE by assuming RNA with only cell, multicast session with lower QoS can also be supported by delivery mode 1 without additional spec efforts.
Proposal 1. If RAN2 decides that support of multicast session should not be limited to UEs in RRC Connected state, Delivery mode 1 can be extended to INACTIVE state where RNA is assumed to only include one cell. 
Proposal 2. In the case that there is no data available for the multicast session:
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