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Discussion and decision
1 Introduction
In the email discussion “[Post112-e][253][RAN slicing] Prioritized solutions for RAN” [1] the two solutions on Slice based RACH configuration were discussed. As result, there was broad support for both solutions and it is proposed to recommend both for normative work. 

· Solution 1: Slice-specific separate RACH resources pool can be configured per slice or per slice group, in addition to the existing common RACH resources
· Solution 2: Slice-specific RACH parameters prioritization can be configured per slice or per slice group.
However, in order to be able to make final conclusions on both solutions we think further details on both solutions need to be discussed. Open issues to discuss and decide on include amongst other:
1. For Slice-specific separate RACH resources pool (“RA resource partitioning”):
· RA type to use (4-step and/or 2-step RA)
· RA resources shared with legacy RA resources or separate from legacy RA resources

· Explicit or implicit signaling of slice-specific RA resources

· Number of slice configurations

· Support of RAN sharing

2. For Slice-specific RACH parameters prioritization (“RA prioritization”):

· RA type to use (4-step and/or 2-step RA)

· Explicit or implicit signaling of slice-specific RA prioritization
· Number of slice configurations

· Need of additional parameter(s) for RA prioritization

· Support of RAN sharing
In this contribution, we provide some description for each of the open issues listed above and the issues to clarify.
2 Discussion
2.1 Slice-specific RA resource partitioning
2.1.1 RA type to use (4-step and/or 2-step RA)

Acc. to NR Rel-15/16 specifications two RA types are supported for contention-based random access (CBRA) as shown in Figure 1: i) the 4-step and ii) the simplified 2-step procedure. Table 1 shows the RA type configuration options from network side. 

Issue 1: Issue to clarify is whether it is intended to use 4-step and/or 2-step CBRA for slice-specific RA resource partitioning. 
Due to the fact that 2-step RA was introduced to reduce the number of interactions between the UE and network during the RRC connection setup and RRC connection resume procedures, thereby enabling a lower control plane latency, a straightforward solution would be to use slice-specific RA resource partitioning only for 2-step RA resources.
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Figure 1: Message flows for 4-step and 2-step CBRA procedures

Table 1: RA type configuration options

	Option 
	4-step CBRA

(Type-1)
	2-step CBRA

(Type-2)
	Note

	1
	x
	
	

	2
	x
	x
	Shared RA resources in time/frequency domain; in time domain different preambles are allocated to differentiate the RA types

	3
	x
	x
	Separate RA resources in time/frequency domain

	4
	
	x
	


2.1.2 RA resources shared with legacy RA resources or separate from legacy RA resources

Acc. to NR Rel-15/16 specifications a flexible configuration of RA resources (PRACH preambles and RACH occasions) for 4-step/2-step RA is supported to address various deployment scenarios, i.e. cells operating on different frequency ranges with different channel bandwidths and duplexing modes (FDD, TDD). 
· Maximum of 64 preambles are available per RACH occasion.

· In time domain the number of RACH occasions can vary from 1 RACH occasion in every 16th radio frame up to 10 RACH occasions in every radio frame. 
· In frequency domain [1, 2, 4, 8] RACH occasions can be configured.
Furthermore, as shown in Table 1 above, in case both 4-step and 2-step RA are configured in the initial UL BWP, the network can configure RA resources in time/frequency domain shared by both RA types or separate RA resources in time/frequency domain for each RA type.
Issue 2: Issue to clarify is whether the slice-specific RA resources are shared with the legacy RA resources (4-step/2-step RA) in time/frequency domain or may be separate from the legacy RA resources (4-step/2-step RA) in time/frequency domain.
2.1.3 Explicit or implicit signaling of slice-specific RA resources

Regarding the signaling of the slice-specific RA resources there are currently 3 options on the table:
· Option 1: Per slice by using S-NSSAI value
· Option 2: Per slice group by using SST value

· Option 3: Implicitly per AC value

Our immediate comments to the 3 options are as follows:

· To 1) Disclosing slice information per S-NSSAI value in cleartext per broadcast SIB may result in potential security issues what should be avoided. Otherwise, the UE cannot rely on the received cleartext slice information as the actual one sent by the RAN as an attacker may be able to change those cleartext slice information. This is critical e.g. for slices supporting Mission critical services.
· To 2) Grouping of RA resources per SST value may not be appropriate due to the fact that slice configurations of same SST value may differ across PLMNs and within PLMNs as well.
· To 3) Acc. to this option as addressed in [2], [3] an operator-defined AC can be associated with one or more S-NSSAIs, and the slice-specific RA resources can be associated to the operator-defined AC values. That means, depending on network configuration this mapping can be 1:1 or 1:N. However, we think that a 1:N mapping contradicts the intention of slice-specific RA resource partitioning and don’t see how a fast access to the intended slice can be achieved in this case. In summary, we think that this option cannot ensure a 1:1 mapping between RA resources and slices.
Issue 3: Issue is to identify a suitable signaling approach which ensures a 1:1 mapping between RA resources and slices and avoids potential security issues.
2.1.4 Number of slice configurations
In Rel-15 RA resource partitioning was discussed for network slicing but was not agreed in the end in order to avoid resource fragmentation since a large number of slices (e.g. hundreds of slices) may need to be supported in a network. With regards to potential slice-specific enhancements for CBRA procedure in Rel-17, it is obvious that any RA resource partitioning makes only sense when there are sufficient RA resources in time/frequency available in the concerned cell. Furthermore, we understood that the key motivation for Rel-17 network slicing enhancements is to further improve the support of services and specific deployment scenarios, i.e. for frequency band specific deployment of slices. This implies that a cell supporting such enhancements may then support only a limited number of slices so that the number of slice configurations for RACH will be limited as well. Nonetheless, in order to dimension ASN.1 signaling and to reduce signaling overhead an upper limit needs to be specified. 
Issue 4: Issue to clarify is the targeted maximum number of slice-specific RACH configurations for RA resource partitioning which should be supported in a cell.
2.1.5 Support of RAN sharing
Network slicing is mainly a CN feature and in case of RAN sharing the slice configurations may be different across the PLMNs as illustrated in Figure 2 below. Therefore, the configuration of slice-specific RA resource partitioning needs to take RAN sharing into account, i.e. in ASN.1 a common PLMN and per-PLMN signaling need to be supported.
Issue 5: Need to consider RAN sharing for the configuration of slice-specific RA resources.
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Figure 2: RAN sharing scenario for PLMN-specific slice configuration
2.2 Slice-specific RA prioritization
2.2.1 RA type to use (4-step and/or 2-step RA)

This issue is same as for slice-specific RA resource partitioning in section 2.1.1, i.e. considering the fact that two RA types are supported in NR it needs to be clarified whether it is intended to use 4-step and/or 2-step CBRA for slice-specific RA prioritization.

2.2.2 Explicit or implicit signaling of slice-specific RA prioritization
This issue is same as for slice-specific RA resource partitioning in section 2.1.3 above, i.e. a suitable signaling approach is needed which ensures a 1:1 mapping between RA prioritization parameters and slices and avoids potential security issues.
2.2.3 Number of slice configurations
This issue is same as for slice-specific RA resource partitioning in section 2.1.4 above. In order to achieve gains in terms of reduced latency and to reduce signaling overhead the targeted maximum number of slice-specific configurations for RA prioritization needs to be specified. 
2.2.4 Need of additional parameter(s) for RA prioritization

In order to allow prioritized access during the 4-step/2-step CBRA procedure, RA prioritization can be configured for certain device types in SIB1. In this case the network can configure for Access Identity 1 (UE configured for MPS) and/or Access Identity 2 (UE configured for MCS) dedicated parameters for power ramping step and scaling factor for the backoff indicator (BI). In order to support prioritized access to slices the same parameter set as specified in IE RA-Prioritization can be reused.
RA-Prioritization ::=           SEQUENCE {

    powerRampingStepHighPriority    ENUMERATED {dB0, dB2, dB4, dB6},

    scalingFactorBI                 ENUMERATED {zero, dot25, dot5, dot75}  OPTIONAL,   -- Need R

    ...

}

Issue 6: Issue to clarify is whether the current value range for powerRampingStepHighPriority and scalingFactorBI is sufficient or additional values need to be defined for splice-specific RA prioritization. Furthermore, another issue is whether additional parameter(s) need to be defined for splice-specific RA prioritization, e.g. ra-ContentionResolutionTimer or preambleTransMax as addressed in [4].

2.2.5 Support of RAN sharing
This issue is same as for slice-specific RA resource partitioning in section 2.1.5 above, i.e. the configuration of slice-specific RA prioritization needs to take RAN sharing into account.
3 Conclusion

In this contribution we have addressed the issues to discuss and decide on for the two solutions on Slice based RACH configuration. In order to be able to make final conclusions on both solutions we make the following proposal:

Proposal: RAN2 is asked to discuss and decide on the open issues listed below for both solutions on Slice based RACH configuration.
1. For Slice-specific separate RACH resources pool (“RA resource partitioning”):

· RA type to use (4-step and/or 2-step RA)

· RA resources shared with legacy RA resources or separate from legacy RA resources

· Explicit or implicit signaling of slice-specific RA resources

· Number of slice configurations

· Support of RAN sharing

2. For Slice-specific RACH parameters prioritization (“RA prioritization”):

· RA type to use (4-step and/or 2-step RA)

· Explicit or implicit signaling of slice-specific RA prioritization

· Number of slice configurations

· Need of additional parameter(s) for RA prioritization

· Support of RAN sharing
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