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1 Introduction 
During the last RAN2 meeting the followings agreements have been reached regarding the propagation delay compensation [1]. 
Agreements

1: RAN2 should consider the following three scenarios, with a focus on Scenario 2 and 3:

•
Scenario 1: In the control-to-control communication use case, where TSC devices behind a target UE are synchronized to any TD, from a GM behind the CN. The 5GS introduced error is caused by the relative time-stamping inaccuracy at the NW-TT and the DS-TTs.

•
Scenario 2: In the control-to-control communication use case, where TSC devices behind a target UE are synchronized to any TD, from a GM behind the UE. The 5GS introduced error is caused by the relative time-stamping inaccuracies at the involved DS-TTs.

•
Scenario 3: In the smart grid use case, where the TSC devices behind a target UE are synchronized to the 5G GM TD. The 5GS introduced error is caused by the synchronization of the 5G clock to the DS-TT. 
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RAN2 should evaluate the synchronicity budget by dividing the 5GS E2E path into three parts: Network, Device, and Uu interface. Where the Uu interface is understood as the maximum 5GS time synchronization error between the UE and the gNB-DU (i.e. DU-CU interface error is not included)
3 RAN2 assumes the two Uu interfaces in Scenario 2 have the same time synchronization error budget.

4 The Uu interface budget for Scenario 1, 2 and 3 are respectively calculated as following:

•
Scenario 1: Uu budget = 900ns – Device – Network scenario1

•
Scenario 2: Uu budget = (900ns – 2xDevice – 2xNetwork scenario2)/2 (assumption is based on GPTP)
•
Scenario 3: Uu budget = 1000ns – Device – Networkscenario3 (baseline assumption that this is based on GNSS)

5  The Device part time synchronization accuracy budget is assumed to be in the range ±50 to ±100ns, this applies to all three scenarios

6  The error caused by the limited granularity of referenceTimeInfo-r16 IE (±5ns) is to be included in the network part budget, and RAN1 should be informed not to include this error in Uu interface.

7  The Network part time synchronization accuracy budget for Scenario 1, 2, and 3 are assumed to be the following:

•
Scenario 1: ±120 to ±200ns (NetworkScenario1) (assuming 3-5 hops worst case scenario
•
Scenario 2: ±240 to ±400ns (2xNetworkScenario2) (assuming 6-10hops worst case scenario)
•
Scenario 3: ±100ns (NetworkScenario3)
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Based on Proposal 4, 5, 6 and 7, the per Uu interface time synchronization accuracy for Scenario 1, 2 and 3 are as following:

•
Scenario 1: ±595ns to ±725ns

•
Scenario 2: ±145ns to ±275ns

•
Scenario 3: ±795ns to ±845ns
9
LS to RAN1 providing the scenarios and values.  Indicate to RAN1 that they should aim to meet the most stringest requirements, but a number within the range is also acceptable
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It is up to RAN1 to decide which PDC options should be supported for Scenario 1, 2 and 3 in Release-17.   

The discussed items were presented in summary document [2]. Among the 12 proposals three were left for further discussion or study:
· Proposal 9: RAN2 does not consider mismatch between PD estimation and PD compensation due to time difference.
· Proposal 10: RAN2 shall introduce a new signal to activate/deactivate UE side propagation delay compensation, which can be used when e.g. pre-compensation is conducted by the network.
· Proposal 12: RAN2 should further study how to activate/deactivate UE side propagation delay compensation
Also the following FFS were added to the meting report [1].
•
FFS whether the signalling can be explicit or implicit

•
FFS whether both unicast and broadcast options should be supported

•
FFS whether a UE assisted propagation delay indication should be supported
Finaly in the latest work item status report [3], the following path delay related remaining issue is identified for RAN2:
· Support of enhancement (if any) for propagation delay compensation, with consideration of mobility issues if needed.

In this document we will explain Canon’s views first on mobility issues in section 2, then secondly on signaling in section 3. 
2 Mobility issues
In mobility situation the UE may change its position after the path delay was measured. According to [5], the UE speed is less or equal 72 Km/h.

This is illustrated in the following figure taking as an example the use of the legacy TA mechanism to signal the propagation delay from the gNB to the UE.

[image: image1]
The propagation delay PD1 is measured and signalled to the UE after a UE uplink frame. Some times after, the gNB sends the referenceTimeInfo IE to the UE with a reference SFN equal to a future SF number. At the time of detection of the reference SFN by the UE the time counter must be set to the reference time. Then the UE may compensate the SFN propagation delay either by using PD1 previously calculated or wait until next TA command (PD2).

If the UE has moved more than 40 meters from PD1 measure point before the reference SFN then the measurement must be considered as erroneous.
The calculation is given in the following next table:

For each scenario the time error budget can be converted to distance by considering the radio wave propagation speed.

	Scenario
	Uu time error budget
	Corresponding distance
	Time to reach the error budget at 72 Km/h

	Scenario 1
	±595ns to ±725ns
	178 to 217 meters
	From 8 to 10 seconds

	Scenario 2
	±145ns to ±275ns
	43 to 82 meters
	From 2 to 4 seconds

	Scenario 3
	±795ns to ±845ns
	238 to 253 meters
	From 11 to 12 seconds


This table shows that if 2 seconds elapse between the path delay measurements and the reference SFN, then at the speed of 72 km/h a UE can cover as much as 43 meters, thus introducing a time error of 145 ns in the propagation delay.

Observation 1: A significant delay between the path delay measurement and the reference SFN can introduce unacceptable time error in the propagation delay.

Also, the figure shows that a propagation delay measurement done after the reference SFN may well be more accurate if it is done in closer time proximity with the reference SFN.

Proposal 1: The UE shall use the TA information acquired the closest in time to the reference SFN 
In relation with the TA mechanism, the gNB monitors the path delay to each UE and sends a TA correction value when needed.
When a substantial change in the path delay is detected by the gNB, then it must react and send an update TA command. The amount of path delay change represents a threshold.
The time taken by the gNB to react when reaching a path delay threshold, added to the time needed to send the TA update to the UE, added to the time needed for the UE to change its transmit timing represents the reaction time.

The gNB is responsible for keeping the uplink synchronization, through TA update triggering, managing both the reaction time and the associated threshold. Such synchronization scheme may have different requirements than those needed for TSN clock synchronization purpose
Observation 2: The TA signalling mechanism may not be triggered adequately to fulfil the TSN synchronization requirements.

Proposal 2: The gNB shall send the measured propagation delay using a signalling different than the legacy TA mechanism, so that dedicated triggers can be defined.
The uplink time alignment is monitored at the UE by using several counters that are reset when receiving a new TA command from the gNB. But this does not prevent the gNB to resend an old TA value just for the sake of keeping the UE in RRC_CONNECTED state.

Moreover, it is more resource efficient to send the TA information right on schedule rather than send it at a higher frequency.

Observation 3: It is more resource efficient to send the TA information right on schedule rather than sending it at higher frequency. 
The legacy TA mechanism have been specified to trigger the measurement by the gNB upon certain UE actions like the Random Access Preamble.

Proposal 3: Use a dedicated method to measure the propagation delay allowing to trigger the measurement close to the reference SFN.

Observation 4: The RTT measurement of the positioning framework can be triggered by sending the “i” or “j” frames.

Proposal 4: Based on knowledge of the reference SFN, the UE schedules the sending of an “i” frame in close time proximity with the SFN.

3 Signalling
3.1 The TA granularity issue
In case the propagation delay compensation is to be performed by the UE based on legacy TA, we should consider the allowed granularity.

If the TA command is part of a RAR response, the TA command field is 12 bits wide ([4] clause 6.2.3).

If the TA command is part of a Absolute MAC CE, the TA command field is 12 bits wide ([4] clause 6.1.3.4a).

In the case an absolute TA value is received, the following calculation apply:

The UE should start transmitting its uplink frame TTA time before the gNB downlink frame,

where: TTA = (NTA + NTA,offset)*TC, 
where:
· NTA is equal to: TA * 16 * 64/2µ, where:
· TA is the TA command field of either the Random Access Response or the absolute timing advance command MAC CE sent by the gNB to the UE

· µ is the subcarrier spacing configuration, Δf = 2µ * 15 kHz (TS 38.211, clause 4.2, Table 4.2-1)

· NTA,offset is a fixed offset used to calculate the timing advance (TS 38.211, clause 4.3.1)
· TC is the Basic time unit for NR (TS 38.211, clause 4.1) 

Thus, to control the UE uplink timing, the gNB sends TA values in control messages and the UE applies the formula given earlier to calculate TTA. The equation member NTA is proportional to the round-trip time between the gNB and UE, and assuming that the path delay is symmetrical, the path delay between the UE and gNB is equal to (NTA * Tc)/2.

The path delay is hence equal to (TA * 16 * 64/2µ * Tc ) / 2.

In [2], summary of question 9, two carrier spacing configurations are considered: 15 SCS and 30 SCS. 

In 15 SCS configuration, the path delay will range from 0 to ‭1 048 576‬ nano sec by steps of 256 ns. 

In 30 SCS configuration, the path delay will range from 0 to ‭524 288‬‬ nano sec by steps of 128 ns. 
TA updates are sent in Update in MAC CE. The update TA command field is 6 bits wide ([4] clause 6.1.3.4).

In case an adjustment value is received in the TA command, the following calculation apply:


The path delay correction is equal to (TA * 16 * 64/2µ * Tc ) / 2.
In 15 SCS configuration, the path delay correction will range from 0 to ‭16 384 nano sec by steps of 256 ns. 

In 30 SCS configuration, the path delay correction will range from 0 to 8 192‬ nano sec by steps of 128 ns. 

Observation 5: The path delay granularity ranges from 128 ns to 256 ns depending on the SCS configuration.

At RAN2 112e, the following agreement was reached: 
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Based on Proposal 4, 5, 6 and 7, the per Uu interface time synchronization accuracy for Scenario 1, 2 and 3 are as following:

•
Scenario 1: ±595ns to ±725ns

•
Scenario 2: ±145ns to ±275ns

•
Scenario 3: ±795ns to ±845ns
Observation 6: The path delay granularity can be larger than the error budget for some scenario.

	
	Accuracy
	Path delay granularity at 15 SCS
	Path delay granularity at 30 SCS

	Scenario 1
	±595ns to ±725ns
	256 ns
	128 ns

	Scenario 2
	±145ns to ±275ns
	256 ns
	128 ns

	Scenario 3
	±795ns to ±845ns
	256 ns
	128 ns


Observation 7a : To increase the granularity of the TA command, it is necessary to change its encoding (64/2µ * Tc).

Observation 7b: Increasing the bit field of the TA command in the message will not change the granularity of the encoding.
Proposal 6: Define a new MAC CE to transport the TA with a different encoding allowing for finer granularity

3.2 Pre-compensation by BS

As stated in the previous section, the TA granularity issue results from the encoding of the TA value when it is transported from the gNB to the UE. 

Observation 8: The measured TA value may meet the TSN clock synchronization requirements before it is transmitted 

Proposal 7: Do not use the transported TA value to perform the delay compensation, perform the delay compensation at the gNB.

In an earlier meeting, it was suggested that the pre-compensation would be applied in unicast mode and the UE-based compensation would be applied in broadcast mode. Then no signalling would be needed if the compensation is implicitly performed by the gNB for the unicast mode and by the UE for the broadcast mode.
But since the TA granularity issue must be considered for some scenarios and not for others, it is preferable to let the gNB perform the compensation even in unicast mode, for some scenarios.

Observation 9: The transport mode is not the only decision criteria for pre-compensation. The TA granularity is a valid criterion for some scenarios as well.

Proposal 8: Add a specific signalling in the reference time information element relative to the pre-compensation by the base station.

Considering the issue of mismatch between the measured path delay and the UE position at the time of the reference SFN, it is possible that the path delay measurement used at the time of the pre-compensation is not accurate enough.

Observation 10: The gNB needs to compensate the path delay ahead of the reference SFN 

Proposal 9: Upon detection of an SFN event, the gNB can use a new signalling to send a pre-compensation correction value to the UE 
To accurately correct the path delay compensation, the gNB may trigger the path delay measurement so that it is performed in close time proximity with the reference SFN.

Proposal 10: The gNB can trigger the path delay measurement so that the latter measurement is performed in close time proximity with the reference SFN

4 Conclusion
Observation 1: A significant delay between the path delay measurement and the reference SFN can introduce unacceptable time error in the propagation delay.

Proposal 1: The UE shall use the TA information acquired the closest in time with the reference SFN 

Observation 2: The TA signalling mechanism may not be triggered adequately to fulfil the TSN synchronization requirements.
Proposal 2: The gNB shall send the measured propagation delay using a different signalling than legacy TA mechanism so that dedicated triggers can be defined.
Observation 3: It is more resource efficient to send the TA information right on schedule rather than send it at higher frequency
Proposal 3: Use a dedicated method to measure the propagation delay allowing to trigger the measurement close to the reference SFN.

Observation 4: The RTT measurement of the positioning framework can be triggered by sending the “I” or “j” frames.

 Proposal 4: Upon knowledge of the reference SFN, the UE schedules the sending of an “I” frame in close time proximity with the SFN.

Observation 5: The path delay granularity ranges from 128 ns to 256 ns depending on the SCS configuration.

Observation 6: The path delay granularity can be larger than the error budget for some scenario.

Observation 7a: To increase the granularity of the TA command, it is necessary to change its encoding (64/2µ * Tc).

Observation 7b: Increasing the bit field of the TA command in the message will not change the granularity of the encoding.
Proposal 6: Define a new MAC CE to transport the TA with a different encoding allowing a finer granularity
Observation 8: The measured TA value may meet the TSN clock synchronization requirements before it is transmitted 

Proposal 7: Do not use the transported TA value to perform the delay compensation, perform the delay compensation at the gNB.

Observation 9: The transport mode is not the only decision criteria for pre-compensation. The TA granularity is a valid criterion for some scenarios as well.

Proposal 8: Add a specific signalling in the reference time information element relative to the pre-compensation by the base.

Observation 10: The gNB needs to compensate the path delay ahead of the reference SFN 

Proposal 9: Upon detection of an SFN event, the gNB can use a new signalling to send a pre-compensation correction value to the UE 
Proposal 10: The gNB can trigger the path delay measurement so that the latter measurement is performed in close time proximity with the reference SFN
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