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1. Introduction
The work item “NR Multicast and Broadcast Services” [1] was agreed in RAN#88-e with the focus on both the NR MBS solution for RRC_CONNECTED UEs and the NR MBS solution for RRC_IDLE/RRC_INACTIVE UEs. In the work item, a PTM bearer can be used to carry an MBS to a group of RRC_CONNECTE UEs or all UEs in the cell while a PTP bearer can be used to carry an MBS to a given RRC_CONNECTED UE. The following agreements and work assumptions on L2 user plane were made for the work item during the past RAN2 meetings.
On L2 User Plane Requirements:
For Rel-17, R2 specifies two modes: 
	1: One delivery mode for high QoS (reliability, latency) requirement, to be available in CONNECTED (possibly the UE can switch to other states when there is no data reception TBD)
	2: One delivery mode for “low” QoS requirement, where the UE can also receive data in INACTIVE/IDLE (details TBD).
	R2 assumes (for R17) that delivery mode 1 is used only for multicast sessions. 
	R2 assumes that delivery mode 2 is used for broadcast sessions. 
	The applicability of delivery mode 2 to multicast sessions is FFS.
No data: When there is no data ongoing for the multicast session, the UE can stay in RRC_CONNECTED. Other cases FFS
It is up to SA2 to decide whether the multicast session activation/deactivation mechanism is supported or not, and RAN2 will discuss if there is any RAN2 impacts based on SA2 inputs.
It is up to SA2 to decide on the support of local MBS service, and RAN2 will discuss the RAN2 impacts based on SA2 inputs.
In general, Information of MBS services/groups subscribed by the UE (e.g. TMGI) and QOS requirements of a MBS service should be provided to RAN. Detail information e.g. for PTM PTP switch if any is FFS.

On L2 User Plane Architecture:
[bookmark: OLE_LINK9][bookmark: OLE_LINK10][bookmark: OLE_LINK11][bookmark: OLE_LINK12]The function of mapping from QoS flows to MBS RBs in SDAP is needed for NR MBS. TBD whether any SDAP header is needed.
[bookmark: OLE_LINK13][bookmark: OLE_LINK14](Working assumption) no SDAP functions other than “mapping from QoS flows to radio bearers” and “transfer of user plane data” are supported for MBS. FFS whether to support QoS flows to radio bearers remapping.
In general: RAN2 wait for SA3’s progress for discussing security issues. TBD whether we need to send LS to SA3. 
RoHC (at least U-mode) can be configured for NR MBS bearers. This is applicable for Mcast, assume this is applicable also to broadcast. 
RoHC is located at PDCP. 
The reordering and in-order delivery function in PDCP is supported for NR MBS.
The following PDCP functions are also supported for NR MBS: transfer of data; maintenance of PDCP SNs; duplicate discarding. Other PDCP functions are FFS.
RLC AM is supported for PTP transmission of NR MBS.
RLC UM is supported for PTP transmission of NR MBS.
RLC UM is supported for PTM transmission of NR MBS.
RLC TM is not supported for PTP transmission of NR MBS.
RLC TM is not supported for PTM transmission of NR MBS.
[bookmark: OLE_LINK17][bookmark: OLE_LINK18]FFS for PTM if multiplexing/de-multiplexing of different logical channels are to be supported in MAC for NR MBS.

Based on the above agreements and work assumptions, the further discussion on L2 User Plane for NR MBS is done in the contribution. In detail, the following content is discussed.
(1) L2 User Plane Requirements for NR MBS
(2) L2 User Plane Architecture for NR MBS
[bookmark: OLE_LINK15][bookmark: OLE_LINK16]
2. [bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: _Ref40865202]L2 User Plane Requirements for NR MBS
Due to the fact that a multicast session and a broadcast session support the same service types, when a multicast session has the low QOS requirement, it seems reasonable that it is transmitted in the NR cell with delivery mode 2. Therefore, the following proposal is suggested.
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]Proposal 1: Delivery mode 2 can be applied to a multicast session with the low QOS requirement.
When a multicast session is transmitted with delivery mode 1, each UE receiving the session needs to stay in RRC_CONNECTED state even if there’s no data for the session during a time interval. In order to reduce the power consumption in the above no-data duration, the DRX mode with a larger DRX period can be configured for each UE to monitor the PDCCH scheduling the session. If the QOS requirement of the multicast session indicates the session is not delay sensitive and UE has no need to receive the unicast specific DCCH/DTCH in the no-data duration, it’s feasible to make each UE enter into RRC_IDLE/RRC_INACTIVE state in the no-data duration. When the new data of the session arrives, gNB can make each UE re-enter into RRC_CONNECTED state by paging. How to design the paging is another question.
Based on the above discussion, the following proposal is suggested.
[bookmark: OLE_LINK5][bookmark: OLE_LINK25]Proposal 2: For UE receiving a multicast session with delivery mode 1, in the no-data duration of the multicast session, the following suggestions shall be optionally supported:
(1) UE stays in RRC_CONNECTED state during the no-data duration of the session, optionally with a larger DRX period for the DRX mode for monitoring the PDCCH scheduling the session.
(2) If the multicast session is not delay sensitive and UE has no need to receive unicast specific DCCH/DTCH in the no-data duration, gNB can make UE enter into RRC_IDLE/RRC_INACITVE state in the no-data duration. When the new data of the session arrives, gNB can make UE re-enter into RRC_CONNECTED state by paging.
(3) FFS: How to design the paging to satisfy the delay requirement of the multicast session. 
If delivery mode 2 can be applied to a multicast session (Proposal 1 is agreed), how to receive a multicast session with delivery mode 2 needs to be considered for UE joining the multicast session successfully. The following options can be taken into account.
(1) Optionally UE stays in RRC_CONNECTED state to receive a multicast session with delivery mode 2.
[bookmark: OLE_LINK8][bookmark: OLE_LINK37]The DRX mode for UE to monitor the PDCCH scheduling DCCH/DTCH (unicast specific DCCH/DTCH and/or DCCH/DTCH for the default RB) can be configured to save the power consumption of UE.
(2) Optionally UE enters into RRC_IDLE/RRC_INACTIVE state to receive a multicast session with delivery mode 2 if UE has no unicast specific DCCH/DTCH.
[bookmark: OLE_LINK6][bookmark: OLE_LINK7]No matter which option is taken by UE, the multicast session with delivery mode 2 is transmitted according to the same procedure as a broadcast session. After joining the multicast session successfully, UE receives a multicast session with delivery mode 2 according to the same procedure just as it receives a broadcast session.
Based on the above discussion, the following proposal is suggested.
Proposal 3: For UE receiving a multicast session with delivery mode 2, the following processing can be supported.
(1) Optionally UE stays in RRC_CONNECTED state to receive a multicast session with delivery mode 2. The DRX mode for UE to monitor the PDCCH scheduling DCCH/DTCH (unicast specific DCCH/DTCH and/or DCCH/DTCH for the default RB) can be configured to save the power consumption of UE.
(2) Optionally UE enters into RRC_IDLE/RRC_INACTIVE state to receive a multicast session with delivery mode 2 if UE has no unicast specific DCCH/DTCH.
(3) No matter which option is taken by UE, the multicast session with delivery mode 2 is transmitted according to the same procedure as a broadcast session. After joining the multicast session successfully, UE receives a multicast session with delivery mode 2 according to the same procedure just as it receives a broadcast session.
3. L2 User Plane Architecture for NR MBS
In the past RAN2 meetings, the user plane protocol stack shown in Figure 1 is taken for the PTM bearer of an MBS no matter which delivery mode is taken for transmitting the PTM bearer. But some questions are left for further discussion. The solution to each left question from our side is provided as below. 
[image: ]
Figure 1: User plane protocol stack for NR MBS
Question 1: TBD whether any SDAP header is needed.
In NR MBS, an MBS session may have several QOS flows. Therefore one SDAP entity is configured for the MBS session to map the QOS flows of the MBS session to one RB or several RBs. The SDAP entity for the MBS session only needs to realize the SDAP procedure for DL, which means no need for SDAP header attached to the SDAP PDU. Therefore, the following proposal is suggested.
Proposal 4: No SDAP header is needed for the SDAP entity of an MBS session.

Question 2: FFS whether to support QoS flows to radio bearers remapping
During the transmission of an MBS session, the Uu radio resource load status changes from time to time. When the Uu radio resource load is too heavy to satisfy the QOS requirement of an MBS session, gNB may provide the MBS session by grading down its QOS requirement, which may lead to remapping the QOS flows of the MBS session to the RBs. Therefore, the following proposal is suggested.
[bookmark: OLE_LINK26][bookmark: OLE_LINK27]Proposal 5: Support the remapping of the QOS flows of an MBS session to the RBs.
Question 3: FFS for PTM if multiplexing/de-multiplexing of different logical channels are to be supported in MAC for NR MBS.
The scheduling mode of each RB of the PTM bearer for an MBS session can be SPS scheduling or dynamic scheduling. For a RB with SPS scheduling, the SPS resource for the RB specific PDSCH is allocated for the data of the RB to be transmitted on the PDSCH periodically. For all the RBs with dynamic scheduling, the resource for the PDSCH is allocated dynamically for the data of these RBs to be transmitted on the PDSCH. For the PTM bearer, an MBS specific traffic channel SC-MTCH is introduced to carry the data of each RB of the PTM bearer. For all RBs with dynamic scheduling, if the multiplexing of the logical channels of these RBs on a DL-SCH is not supported, the time division multiplexing of the logical channels of these RBs shall be supported, which may increase the end-to-end delay of the PTM bearer. Therefore, we suggest the following proposals.
[bookmark: OLE_LINK28][bookmark: OLE_LINK29]Proposal 6: Dynamic scheduling and SPS scheduling are supported for NR MBS.
Proposal 7: The multiplexing of the different logical channels of the RBs of the PTM bearer for an MBS session is supported where the scheduling mode of each RB is dynamic scheduling.

Question 4: Whether or not the PTM bearer for an MBS session can be area specific?
In the intra-frequency network where the same frequency is used in each cell, the PTM bearer of the MBS session with delivery mode 1 or delivery mode 2 can be area specific, which means the PTM bearer of the MBS session has the same configuration in each cell transmitting the MBS session. Some examples are given below for the area specific PTM bearer.
[bookmark: OLE_LINK38][bookmark: OLE_LINK39]Example 1: The area consists of the cells of a gNB CU. An MBS session is transmitted in several cells or all cells in the area. The same configuration of the PTM bearer is applied in each cell transmitting the MBS session.
Example 2: The area consists of the current cell and all adjacent cells of the current cell. An MBS session is transmitted in all cells. The same configuration of the PTM bearer is applied in each cell transmitting the MBS session.
[image: ]
Figure 2: Architecture of PTM bearer for an MBS session
The area specific PTM bearer is reasonable because the PTM bearer in each cell is used to transmit the same MBS session and needs to satisfy the same QOS requirement. The area specific PTM bearer has the benefit of simplifying the signalling, saving the radio resource and ensuring the no data loss during the handover. The architecture of the PTM carrier for an MBS session is shown in Figure 2. The same configuration of the area specific PTM bearer includes the following content.
(1) For the MBS session: configuration of the SDAP entity
(2) For each RB of the MBS session: configuration of the associated PDCP and RLC entities.
(3) The MAC layer configuration for the MBS session
· For each RB: scheduling mode (dynamic scheduling or SPS scheduling)
· For RBs with dynamic scheduling: G-RNTI
· For RBs with SPS scheduling: SPS G-RNTI
(4) Physical layer configuration for the MBS session: 
· BWP configuration for the MBS session: the same BWP for the MBS session in different cells
· Configuration of the CORESETs/search spaces: for G-RNTI/SPS G-RNTI monitoring
· PDSCH/PDCCH parameters for each RB with SPS scheduling
· PDSCH/PDCCH parameters for RBs with dynamic scheduling
The DRX mode for monitoring the PDCCH with the CRC scrambled by G-RNTI/SPS G-RNTI can be different in the different cells and the scheduling of the PTM bearer in the different cells is independent from each other.
Based on the above discussion, the following proposal is suggested.
Proposal 8: The PTM bearer for an MBS session can be area specific, which means that the PTM bearer for the MBS session has the same configuration in each cell transmitting the MBS session, where the same configuration of the area specific PTM bearer includes the following content:
(1) For the MBS session: configuration of the SDAP entity
(2) For each RB of the MBS session: configuration of the associated PDCP and RLC entities.
(3) The MAC layer configuration for the MBS session
· For each RB: scheduling mode (dynamic scheduling or SPS scheduling)
· For RBs with dynamic scheduling: G-RNTI
· For RBs with SPS scheduling: SPS G-RNTI
(4) Physical layer configuration for the MBS session: 
· BWP configuration for the MBS session: the same BWP for the MBS session in different cells
· Configuration of the CORESETs/search spaces: for G-RNTI/SPS G-RNTI monitoring
· PDSCH/PDCCH parameters for each RB with SPS scheduling
· PDSCH/PDCCH parameters for RBs with dynamic scheduling
4. Conclusion
Based on the discussion in the above sections, the following proposals are suggested.
Proposal 1: Delivery mode 2 can be applied to the multicast session with the low QOS requirement.
Proposal 2: For UE receiving a multicast session with delivery mode 1, in the no-data duration of the multicast session, the following suggestions shall be optionally supported:
(1) UE stays in RRC_CONNECTED state during the no-data duration of the session, optionally with a larger DRX period for the DRX mode for monitoring the PDCCH scheduling the session.
(2) If the multicast session is not delay sensitive and UE has no need to receive unicast specific DCCH/DTCH in the no-data duration, gNB can make UE enter into RRC_IDLE/RRC_INACITVE state in the no-data duration. When the new data of the session arrives, gNB can make UE re-enter into RRC_CONNECTED state by paging.
(3) FFS: How to design the paging to satisfy the delay requirement of the multicast session. 

Proposal 3: For UE receiving a multicast session with delivery mode 2, the following processing can be supported.
(1) Optionally UE stays in RRC_CONNECTED state to receive a multicast session with delivery mode 2. The DRX mode for UE to monitor the PDCCH scheduling DCCH/DTCH (unicast specific DCCH/DTCH and/or DCCH/DTCH for the default RB) can be configured to save the power consumption of UE.
(2) Optionally UE enters into RRC_IDLE/RRC_INACTIVE state to receive a multicast session with delivery mode 2 if UE has no unicast specific DCCH/DTCH.
(3) No matter which option is taken by UE, the multicast session with delivery mode 2 is transmitted according to the same procedure as a broadcast session. After joining the multicast session successfully, UE receives a multicast session with delivery mode 2 according to the same procedure just as it receives a broadcast session.
Proposal 4: No SDAP header is needed for the SDAP entity of an MBS session.
Proposal 5: Support the remapping of the QOS flows of an MBS session to the RBs.
Proposal 6: Dynamic scheduling and SPS scheduling are supported for NR MBS.
Proposal 7: The multiplexing of the different logical channels of the RBs of the PTM bearer for an MBS session is supported where the scheduling mode of each RB is dynamic scheduling.
Proposal 8: The PTM bearer for an MBS session can be area specific, which means that the PTM bearer for the MBS session has the same configuration in each cell transmitting the MBS session, where the same configuration of the area specific PTM bearer includes the following content:
(1) For the MBS session: configuration of the SDAP entity
(2) For each RB of the MBS session: configuration of the associated PDCP and RLC entities.
(3) The MAC layer configuration for the MBS session
· For each RB: scheduling mode (dynamic scheduling or SPS scheduling)
· For RBs with dynamic scheduling: G-RNTI
· For RBs with SPS scheduling: SPS G-RNTI
(4) Physical layer configuration for the MBS session: 
· BWP configuration for the MBS session: the same BWP for the MBS session in different cells
· Configuration of the CORESETs/search spaces: for G-RNTI/SPS G-RNTI monitoring
· PDSCH/PDCCH parameters for each RB with SPS scheduling
· PDSCH/PDCCH parameters for RBs with dynamic scheduling
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