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1. Introduction 
Agreements on Rel-17 IAB topology adaptation has been reached as follows.

	· Consider enhancements to topology adaptation that improve: 

Robustness, e.g., to rapid shadowing, 

service-interruption, 
load balancing among different IAB-nodes, IAB-donor-DUs and IAB-donor-CUs, and 

reduction in signaling load.
· RAN2 to discuss enhancements to RLF indication/handling with the focus on the reduction of service interruption after BH RLF.
· CHO and potential IAB-specific enhancements of CHO is on the table. 

· DAPS and potential IAB-specific enhancements of DAPS is not precluded for now (but as there is no PDCP it is not clear how to support DAPS). 
· For message bundling, RAN2 at least wait for more progress to be made in RAN3 on topology adaptation procedures.
· RAN2 to discuss local rerouting, including the benefits over central route determination, and on how topology-wide objectives can be addressed.




Topology adaptation email discussion [Post112-e][066][eIAB] topology adaptation has addressed some issues/solutions to be discussed in Rel-17 IAB. In this contribution, we further elaborate our views and propose that event A4 should be considered for CHO trigger and introduce local route selection.
2. Discussion

2.1 Conditional HO for IAB
The post RAN2#112e email discussion addressed the key issues e.g. CHO, RLF and local rerouting etc. But we think it’s better not to mix up the re-establishment e.g. RLF with CHO in CHO enhancement section. Rel-16 CHO doesn’t support to handle RLF as it relied on to reserve multiple resources on candidate target eNBs until the CHO is executed and in fact used to avoid RLF. Therefore, we don’t think to discuss RLF as a trigger to CHO is proper, at least in CHO enhancement section. Then regarding the CHO enhancements for IAB, we can separate them into two aspects: preparation stage enhancements and execution stage enhancements. In the preparation stage, resources will be reserved in the candidate target eNBs and nothing special or enhancements are needed for IAB. Then the only aspect to enhance is the execution stage. Therefore, how to enhance the trigger condition should be one of the candidate topics. We think to enhance the trigger condition of CHO for IAB is beneficial and the details are provided in the following.  
We think one aspect where CHO could be useful is to improve the topology robustness and this can be achieved as:
1. The conditional handover should be triggered even when the serving cell is good enough in order to maintain multiple viable routes and to reduce the service interruption time. 
2. Topology adaptation should take the load balancing requirement into consideration. This indicates that topology adaptation due to load balancing may not necessarily be triggered by radio link degradation.
In Rel-16 mobility enhancement, only event A3 and A5 were finally included as CHO triggers even though companies expressed opinion that all events should be applicable for CHO. So, CHO will be triggered when CHO candidate is either offset better than serving cell or when serving cell is getting worse, and CHO candidate is getting better. In other words, Rel-16 CHO handover will be performed only when the radio link of serving cell is deteriorated. We think that Event A3 and A5 (and their combinations) are not enough to support the requirements of Rel-17. Therefore, we propose event A4 (Neighbour becomes better than threshold) in Rel-17 IAB to support topology adaptation. Including Event A4 into existing CHO trigger, it will allow the handover to be performed even when the link quality of serving cell is good enough and CHO candidate cell could be configured due to load balancing or maintaining multiple routes.
The inclusion of event A4 as a CHO trigger for IAB will bring the benefits in the following.

1. It will bring more flexibility to configure/execute handover in term of maintaining multiple viable routes to/from donor nodes and supporting load balancing among IAB nodes.

2. It won’t impose any significant specification impact as event A4 is already well-defined.
Proposal 1: Event A4 (Neighbour becomes better than threshold) should be included as a CHO trigger.  
2.2 Local route selection
Rel-16 already supported local route selection in the case of backhaul link RLF. We believe to extend local route selection to other scenarios e.g. local congestion, load balancing, QoS guarantee would bring benefits as follows:  
1. Local route selection can improve topology robustness.

Only the local node is aware of real-time radio environment which could change rapidly especially in FR2. Relying on the route update from IAB-CU according to measurement report of local node to rectify current routing table is not a feasible solution to deal with up-to-date radio environment. One straight forward solution is that IAB-CU configures multiple candidate routes and it is up to each local node to select according to the latest radio conditions.

2. Local route selection can guarantee differentiated packet delivery according to their QoS profile.

Unlike the central route selection whereby the IAB-CU will designate how the packet will be delivered in advance and which may be based on circumscribed information, local route selection is an agile manner to manage the mapping of QoS flows to appropriate node/bearer/RLC channels according to the local environment. This is meaningful in delivering the packets with stringent QoS requirements. Furthermore, a cost factor could be introduced in order to balance different trade-offs in route selection.

3. Local route selection will simplify the route management framework, therefore reduce the signalling overhead.

The central route management will divide into route establishment and route maintenance procedure whereas the route management framework could be simplified if we tackle route issue with long term route management and short-term management. Long term update will rely on the IAB-CU. On short term update, the route selection and route reselection will be the same and which can be carried out by each local node. As a result, the route update signalling which reflects the long-term topology change could be sent in a bundle in order to reduce the signalling overhead. 
For long-term topology adaptation IAB-CU will identify the candidate routes based on assistance information provided by remote nodes and distribute the candidate route information to concerned remote nodes afterwards. And in order to mitigate short-term radio condition fluctuation, each local node will activate route within the local candidate routes (configured by IAB-CU) to transmit data according to predefined criteria and up-to-date situation. With this solution we can keep balance between topology wide fairness while providing flexibility to each local node in order to adapt to local situation.  
Proposal 2: IAB-donor-CU configures multiple routes for each local IAB node, and each local node will activate route within the local candidate routes according to local conditions. 

We think the proposed IAB-donor-CU controlled local route selection provides reasonable trade-off between fully centralized solution and distributed solution. Although it is recognised that it won’t be a fully optimized solution as each local node can’t have the full picture of other nodes as IAB-donor-CU has, it will reduce the frequent signalling exchange between each IAB node and IAB-donor-CU in order to maintain a routing table reflecting the real-time situation. 
Regarding the potential triggers for local rerouting, we think the following triggers could be candidates.
1. Local rerouting is triggered by local congestion

As already discussed in email discussion [Post112-e][066][eIAB] topology adaptation, a congestion indication can trigger the local node to make a route re-selection decision. Such indication should be introduced and details to be further studied.
Proposal 3: A congestion indication from child node to parent node is introduced to trigger parent node’s local route selection. 

2. Local rerouting is triggered by delay condition

When a local IAB node is experiencing continuous/unexpected delay, it can send an indication to other IAB nodes e.g. its upstreaming IAB node, then the receiving IAB node will consider to re-selection a route to avoid the corresponding node. The details on the indication can be left for further study.
Proposal 4: A delay condition indication from child node to parent node is introduced to trigger parent node’s local route selection. 

3. Local rerouting is triggered by load balancing

IAB-donor-CU may have an overall picture of traffic load distribution among the IAB nodes. Therefore, IAB-donor-CU may trigger the local node to perform route re-selection within its pre-configured routing table in order to maintain a topology-wide fairness. The detailed design of such indication can be left for implementation.

Proposal 5: Local IAB node can be triggered by IAB-donor-CU to perform local route selection for load balancing. 
Regarding inter-donor-DU local rerouting, according to the email discussion in R3-207168, the packet dropping due to source IP filtering may depend on
1. Operator’s configuration

2. When operator configures the source IP filtering, it can be solved by allowing the target donor DU to be aware of the source IP addressed which the re-routed packets are from or, access IAB node re-configures the source IP address.
We think RAN3 should progress it first, then RAN2 can discuss if anything remaining to be addressed in RAN2.
Proposal 6: RAN2 should wait RAN3’s progress on inter-donor-DU local rerouting. 

2.3 Multiple routes with route priority
The multiple routes with route priority has been discussed in [Post111-e][903][eIAB] topology adaptation email discussion. The rapporteur suggested to deprioritize multiple routes with route priority. But we think the introduction of such route priority would be beneficial in terms of
1. Service-interruption time reduction. Combined with local route selection, the local node can make swift decision by taking the route priority into consideration especially when the link quality with some of the next hop nodes is getting worse. 
2. Load balancing. IAB-donor-CU could define the criteria and selection rules by taking the load balancing among different IAB-nodes/IAB-donor CU into consideration, when calculating the priority for each route.

As there is no PDCP layer in local IAB node, in order to support the IAB with same or different data transmitting over multiple routes, multiple F1-Us may be configured by IAB-donor-DU. Then each F1-U runs over RLC channels on the backhaul link between the local IAB node and IAB-donor-DU via different routes. And it will be up to each local IAB node to make route selection, according to the configurations of IAB-donor-CU.
Therefore, we propose to support multiple routes with route priority.

Proposal 7: Multiple routes with route priority should be supported in Rel-17 IAB.
3. Conclusion
We propose RAN2 to consider the proposals as follows.
Proposal 1: Event A4 (Neighbour becomes better than threshold) should be included as a CHO trigger.  

Proposal 2: IAB-donor-CU configures multiple routes for each local IAB node, and each local node will activate route within the local candidate routes according to local conditions. 

Proposal 3: A congestion indication from child node to parent node is introduced to trigger parent node’s local route selection. 

Proposal 4: A delay condition indication from child node to parent node is introduced to trigger parent node’s local route selection. 

Proposal 5: Local IAB node can be triggered by IAB-donor-CU to perform local route selection for load balancing. 
Proposal 6: RAN2 should wait RAN3’s progress on inter-donor-DU local rerouting. 

Proposal 7: Multiple routes with route priority should be supported in Rel-17 IAB.
