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1. Introduction 
Email discussion [Post112-e][065][eIAB] has addressed fundamental issues in order to improve topology-wide fairness, multi-hop latency and congestion mitigation for Rel-17. In this contribution, we propose solutions targeting some commonly recognised issues.
2. Discussion

2.1 Topology-wide fairness enhancement and congestion mitigation
In the email discussion, a majority of companies agreed that, IC-7 which is IAB-donor-CU cannot update the routing path that is experiencing congestion, is the issue that needs to be addressed. If local congestion happens, it is unrealistic to receive updated routes/instructions from IAB-donor-CU node. In that case, let local nodes to make decisions to distribute local traffics to other neighbour nodes is a viable solution. The criteria on how to bypass traffic when local congestion happens could be designated by IAB-donor-CU in advance.
Furthermore, the target of topology-wide fairness, as captured in RAN2#112-e, is that the IAB network should provide mechanisms for the management of QoS so that the required QoS is met across the topology, regardless of where a UE attaches to the IAB network. We think local route selection together with pre-defined cost factor on each route is beneficial to support topology-wide fairness mainly because of two reasons as listed below:
1. IAB-donor-CU has the overall responsibility to ensure topology wide fairness and should have an overview of resources allocation among the IAB nodes. Therefore, the IAB-donor-CU defines the criteria and the rules to fulfil the topology-wide fairness. Each IAB node should allocate resources/make local route selection/bearer mapping according to its local situation but still based on the criteria and rules defined by IAB-donor-CU.
2. The cost factor defined for each route/hop would be measures of how the IAB-donor-CU control the topology-wide fairness, e.g. the cost of IAB nodes near the parent node should be higher because the impact of congestion on those links will be serious, therefore reduces the possibility for the UEs closer to the IAB-donor-DU to receive higher throughput than other IAB nodes. In other words, to reduce the possibility of unfairness a higher cost value should be configured in the near nodes compared to farther nodes in the network. 
Based on above, we propose that:

Proposal 1: Local route selection together with cost factor defined in each route/hop should be supported in order to enhance topology-wide fairness and mitigate congestion.
Proposal 2: IAB-donor-CU calculate the cost factor and distribute it to each IAB node.
During email discuss, we expressed our support to enhance scheduler behaviour based on additional information. With the current design of IAB node, the parent node can’t have enough information e.g. link quality across multiple hops to make a proper decision to distribute the traffics among multiple child IAB nodes. And this can be further enhanced by introducing an additional report e.g. link quality from child node to its parent nodes.
Proposal 3: Link quality report from child IAB node to its parent IAB node is introduced in order to allow its parent node to make proper scheduling decision.

2.2 Latency enhancement

Regarding the latency issues, we think the fact that the access IAB node doesn’t have the information of latency between itself and IAB-donor-CU may, in certain cases, lead to increased latency. Therefore, we propose to introduce information reflecting the latency provided from IAB-donor-CU to IAB node. The information could be e.g. the number of remaining hops in the upstream and/or downstream and detailed signalling could be left for further discussion.
Proposal 4: The information reflecting latency is provided from IAB-donor-CU to IAB node. 
3. Conclusion
We propose RAN2 to consider the proposals as follows.
Proposal 1: Local route selection together with cost factor defined in each route/hop should be supported in order to enhance topology-wide fairness and mitigate congestion.

Proposal 2: IAB-donor-CU calculate the cost factor and distribute it to each IAB node.

Proposal 3: Link quality report from child IAB node to its parent IAB node is introduced in order to allow its parent node to make proper scheduling decision.

Proposal 4: The information reflecting latency is provided from IAB-donor-CU to IAB node.
