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1. Introduction

In the last RAN2 meeting, R17 MBS mobility with service continuity for RRC Connected mode UE had been discussed and achieved the following agreements: 

	· R2 aim to support lossless handover for MBS-MBS mobility for service that requires this (TBD which detailed scenario but at least PTP-PTP)

· In order to support the lossless handover for 5G MBS services, at least DL PDCP SN synchronization and continuity between the source cell and the target cell should be guaranteed by the network side to realize. The design of specific approach to realize this can be involved with WG RAN3.
· From network side, the source gNB may forward the data to the target gNB and the target gNB will deliver the forwarding data. Meanwhile, the SN STATUS TRANSFER should be extended to cover the PDCP SN for MBS data; Then (TBD after or in parallel) the UE receives the MBS in the target cell by the target cell according to target configuration.

· From UE side, PDCP status report may be supported as well. 




In this contribution, we aim at further analysis and proposals on service continuity for RRC Connected mode UE including:
· PDCP SN synchronization；
· NR MBS interest indication；

2. Discussion

1.1. PDCP SN synchronization 
There is a key feature to guarantee MBS service continuity when mobility between cells/nodes for not only RRC Connected mode UE but also RRC Idle/Inactive UE, i.e. DL MRB PDCP SN synchronization among cells/gNBs, which means that for the same packet received from the CN shared tunnel of one MBS session, different cells/nodes will allocate the same PDCP SN for it. Hence MRB packets from different cells/nodes will be directly performed re-ordering and duplication detection with the same SN allocation, e.g. the source packets with PDCP SN 1,2,3,4 and the target packets with PDCP SN 5,6,7,8…will be considered as continuity and in order.

About how to achieve the DL PDCP SN synchronization in different cells/nodes, there are following solutions:

· Solution 1: there may be a centralized node to perform common DL PDCP SN allocation and distribute to other cells/nodes. But as the previous RAN3 agreement, there is no MCE entity in R17 MBS. This solution will introduce some architecture changes and Xn interface specification effort.

· Solution 2: via Xn interaction to achieve DL PDCP SN synchronization between different nodes. This will be a distributed interaction procedure and will introduce many Xn interface signaling overhead and interaction delay. When a node encounters packets missing in N3 tunnel (i.e. missing in the CN shared tunnel of the MBS session), there may need a complex re-synchronization procedure.

· Solution 3: Performing DL PDCP SN reset in every scheduling cycle like LTE MBSFN mode. In LTE, different nodes will perform synchronization protocol between eNB and CN to guarantee the strict synchronization transmission in Uu interface. But in NR, as last RAN3 meeting agreement, there is no need to introduce synchronization protocol between gNB and CN since scheduling in each cell is separate. PDCP SN reset in every scheduling cycle cannot be used anymore because N3 packet arrival in different nodes will be unsynchronized.

· Solution 4: DL PDCP SN equals to N3 tunnel SN, e.g. GTP-U SN of MBS shared tunnel. The typical size of GTP-U SN is 16 bits. PDCP SN size can be configured to 12 bits or 18 bits. If the MRB PDCP SN size is configured or specified to 12 bits, the right 12 bits (i.e. the less significant 12 bits) of GTP-U SN can be used as DL PDCP SN. If the MRB PDCP SN size is configured or specified to 18 bits, 16-bit value of GTP-U SN will be set to the right 16 bits (i.e. the less significant 16 bits) of PDCP SN and the rest left 2 bits (i.e. the more significant 2 bits) of PDCP SN will be set to a defined value, e.g. 00.
From the above analysis, solution 4 is the simplest and most feasible to achieve DL MRB PDCP SN synchronization. The following figure gives an illustration of solution 4.
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Figure 1 Illustration for DL MRB PDCP SN synchronization

In the above figure, when UE 1 receives MRB packets from different cells, it can directly use PDCP SN of each packet for duplication detection and re-ordering. From UE side, it is easy to pursue service continuity for all types of RRC mode. Meanwhile, from the perspective of network side, there is also no extra effort/overhead to achieve DL PDCP SN synchronization. Moreover, it is not an issue that there may be SN wraparound repetition case for two different CN MBS packets when SN size is changed from 16 bits to 12/18 bits since PDCP layer does not need to provide security function for MBS services. 
Observation 1: The solution that DL MRB PDCP SN equals to N3 tunnel SN is the simplest way to achieve DL MRB PDCP SN synchronization.

From RAN3 point of view, N3 tunnel have two level SNs: PDU session level SN (mandatory) and QoS flow level SN (optional), which means that if we accept DL MRB PDCP SN equals to N3 tunnel SN, QoS flow level SN should be always present otherwise all QoS flows of one MBS session should be mapped to one MRB. That is to say:

1) Scenario 1: N3 tunnel only carries MBS session level SN, then all of QoS flow of this session should be mapped to one MRB for the proper MRB PDCP SN acquisition;
2) Scenario 2: N3 tunnel carries both MBS session level SN and each QoS flow level SNs, either 1-to-1 or all-to-1 mapping relationship between QoS flow to MRB can work well for the proper MRB PDCP SN acquisition;
Observation 2: The solution that DL MRB PDCP SN equals to N3 tunnel SN requires QoS flow level SN presence in N3 tunnel.

From RAN2 point of view, there may be some N3 tunnel/QoS flow level packet(s) missing to introduce DL PDCP SN discontinuity issue.  In our understanding, this PDCP SN discontinuity issue is similar as Uu reception failure, which can be handled by choosing an appropriate value for PDCP t-Reordering timer.
Observation 3: Potential DL PDCP SN discontinuity issue introduced by N3 tunnel packet(s) missing can be handled by choosing an appropriate value for PDCP t-Reordering timer.

Based on the above analysis, we propose:
Proposal 1: RAN2 and RAN3 to adopt the solution that DL MRB PDCP SN equals to N3 tunnel SN for DL MRB PDCP SN synchronization.
1.2. NR MBS Interest Indication
In LTE, MBMS Interest Indication mechanism is a key feature to guarantee MBMS service continuity for an RRC Connected mode UE. The LTE MBMS Interest Indication will inform E-UTRAN three types of important information:

· MBMS service identification list that the UE is receiving or is interested to receive via MRB;
· the priority of MBMS versus unicast reception;
· Implicit multiple MBMS services reception capability, e.g. not from the perspective of CA band combination, but mainly from the perspective of UE buffering and processing capability to avoid UE reporting useless MBMS service ID(s) that exceeds its reception capability.

In Email discussion [905], some companies explain that for multicast services, interested services information can be sent from CN to gNB since there is service join procedure between UE and CN. But we think a unified NR MBS interest indication procedure is needed from RAN2 point of view. Our reasons are as followings:

· For broadcast services, MBS interest indication via RRC signalling procedure is mandatory for Connected UE;

· Even for the multicast services, since CN join procedure is completely out of RAN2 scope, it is not clear whether CN and RAN can be informed timely upon UE interest modification/disappearance and meanwhile guarantee that the reported interested services are all in the scope of UE buffering and processing capability; 

· Whether we need to design different procedures for broadcast services and multicast services or not;

· the priority of MBS versus unicast reception is also important since target cell(s) may not 100% guarantee to support both MBS service and unicast at the same time, especially for low capability UE or heavy load network;
Based on the above, we propose:

Proposal 2: As LTE baseline, MBS interest indication should be supported for both multicast services and broadcast services to inform gNB the interested service(s), priority information and also implicit buffering/processing capability of multiple MBS services for CONNECTED UE.

In NR, MBS service continuity can follow the similar mechanisms with LTE MBMS Interest Indication procedure. In first step, gNB should provide some on/off indicator and basic information about NR MBS Interest Indication reporting, which may include:

· NR MBS Interest Indication ON implicitly or explicitly;

· The MBS service availability in the serving cell;

· The MBS service availability in the neighbor cell(s);
The former two items are obvious. The third item about neighbor cell MBS availability is used to assist UE to get interested MBS information/reception on the neighbor cell(s), e.g. useful for Idle/Inactive UE service continuity or MBS Receive Only Mode. 

Proposal 3: The network can indicate the UE of the MBS service availability of both the serving cell and the neighbor cells.

After an MBS-capable UE gets the ON indicator of MBS Interest Indication from its Pcell/Spcell, the UE is permitted to report and update its interested or receiving MBS service(s) upon change of interest/session/permission in the scope of UE buffering/processing capability similar as LTE. In our understanding, NR MBS will be allocated and scheduled per each cell and not per one frequency. Hence the interested MBS information should be based on TMGI list. In this initial stage, Receive Only Mode are FFS.
Proposal 4: As LTE SC-PTM, an MBS-capable UE can report its interested TMGI list in the scope of its buffering/processing capability.
3. Conclusion

In this contribution, we give analysis and solutions on MBS service continuity for RRC Connected mode UE.  Based on the discussion, we have the following observations and proposals:

Observation 1: The solution that DL MRB PDCP SN equals to N3 tunnel SN is the simplest way to achieve DL MRB PDCP SN synchronization.

Observation 2: The solution that DL MRB PDCP SN equals to N3 tunnel SN requires QoS flow level SN presence in N3 tunnel.

Observation 3: Potential DL PDCP SN discontinuity issue introduced by N3 tunnel packet(s) missing can be handled by choosing an appropriate value for PDCP t-Reordering timer.

And we propose:
Proposal 1: RAN2 and RAN3 to adopt the solution that DL MRB PDCP SN equals to N3 tunnel SN for DL MRB PDCP SN synchronization.
Proposal 2: As LTE baseline, MBS interest indication should be supported for both multicast services and broadcast services to inform gNB the interested service(s), priority information and also implicit buffering/processing capability of multiple MBS services for CONNECTED UE.

Proposal 3: The network can indicate the UE of the MBS service availability of both the serving cell and the neighbor cells.

Proposal 4: As LTE SC-PTM, an MBS-capable UE can report its interested TMGI list in the scope of its buffering/processing capability.
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