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[bookmark: _Ref165266342]Introduction
[bookmark: OLE_LINK1]In RAN2#112e meeting, RAN2 has started the discussion related to survival time and achieved the following agreement. 
[bookmark: OLE_LINK3]=>	Time period during which “message loss” can be tolerated is adopted as the preferred format for Survival time.  FFS how this will be achieved and what message loss means in RAN2

However, the possible RAN impacts are not discussed in RAN. In this contribution, we will analyze the possible RAN impacts and give our proposals to support this new QoS parameter.
Discussion
Concept of survival time
The concept of survival time is captured in TS 22.104 as below:
Survival time:
The maximum survival time indicates the time period the communication service may not meet the application's requirement before the communication service is deemed to be in an unavailable state. 
It can be seen that the survival time is tightly related to ‘communication service availability’. An example of the relationship between survival time and communication service availability can be found in the Annex C.3 of TS 22.104. Based on the description of specification, as timely received messages are correct, the logical communication link status is up state (or alternatively “available”). If a message loss or an incorrectly or untimely received message is detected the logical communication link status is down state (or alternatively “unavailable”). 
Specifically, the logical communication link status changes to down state if it no longer can support end-to-end transmission of the source device's messages to the target device with the negotiated communication requirements (i.e. end-to-end latency of an application message). At the same time, the application of receiver will enter the survival time while it still keeps the up state.
[bookmark: OLE_LINK4]Observation 1: Survival time is applied at application of receiver and is started when an anticipated message is not timely and correctly received within the given end-to-end delay budget.
If the survival timer expires, the communication service and the application status will enter “down” status and will take long time to recover from the failure.
Observation 2: Communication service and application of receiver will transit into unavailable state when the survival time has been exceeded and will take long time to recover from such situation.
In TS 22.104, the definition of communication service availability is given as below:
communication service availability:
The percentage value of the amount of time the end-to-end communication service is delivered according to an agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area.
In order to satisfy the requirement of communication service availability, the number of times that the communication service transition into unavailable state should be reduced. It means that the receiver shall receive packet(s) successfully before the survival time is exceeded. From the view of transmitter, transmitter should schedule packet(s) to improve the reliability of these packet(s) within the given end-to-end delay budget if the unsuccessful receipt (i.e. lost or untimely) of these packet(s) will lead the communication service and application of receiver entering unavailable state. In order to realizing this kind of differentiated scheduling, transmitter should know that the state of survival time (e.g. the survival time is about to run out). 
[bookmark: OLE_LINK5]As RAN can be provided with the parameter of survival time by SMF (which may be different with the survival time of application), the responsibility of RAN is to guarantee that the receiver (e.g. UE or gNB) can receive packets during the survival time provided by SMF. Similar with application of tranmistter, RAN should be able to improve the reliability of these packet(s) within the given delay budget to guarantee that the receiver (e.g. UE or gNB) can receive packets successfully during the survival time.
When RAN serves the traffic with survival time requirement, it is necessary that RAN can provide data transmission to guarantee the transmission delay of packets is below E2E delay budget. Currently, before performing data transmision of TSN traffic via 5GS, CN will interact with TSN CNC to determine the PDB of data transmission in 5GS. Thus, the responsibility of RAN is to improve the reliability of packet(s) within AN PDB during the survival time provided by SMF.
[bookmark: OLE_LINK2]Proposal 1: RAN should be able to perform transmissions with higher reliability within AN PDB during the survival time provided by CN. 
RAN impacts on support of survival time
According to the performance requirements captured in TS 22.104, the survival time is applied to both deterministic aperiodic traffic and deterministic periodic traffic. However, in the Annex C.3 of TS 22.104, only the assessment of periodic deterministic communication services is given while the use of survival time for aperiodic traffic is not described. Considering that deterministic aperiodic communication stands for communication without a pre-set sending time, there is no way for receiver to detect if a message delivered by the transmitter is lost or untimely received. Thus, how the survival time is used for aperiodic traffic is not clear.
Observation 3: It is not clear how the survival time is used for aperiodic traffic as the receiver cannot detect if an aperiodic packet is unsuccessfully received (e.g. lost or untimely).
Moreover, SA2 has concluded that the SMF determines Survival Time and sends it to the NG-RAN as part of TSCAI (which can refer to 23.700-20). The TSCAI is introduced in R16 IIOT project to facilitate the gNB to more efficiently schedule periodic deterministic traffic flows (e.g. via Configured Grants). Obviously, the survival time is not provided for aperiodic traffic, at least at this stage. From the view of RAN, there is no need to discuss the support of survival time for aperiodic traffic.
Proposal 2：RAN2 focus on data transmission enhancement of survival time for periodic traffic.
For DL periodic traffic, gNB knows the arrive time of packet (i.e. burst arrive time) and the corresponding delay requirement in RAN (i.e. AN PDB) via TSCAI and QoS profiles, respectively. It is easy for gNB to determine if a packet is timely and correctly received by UE, which means that gNB can exactly know when the survival timer starts at UE side. When the survival time is going to run out, the gNB can schedule the subsequent packets with higher reliability scheme to guarantee that the packets can be received within AN PDB by implementation.
Proposal 3: For DL, it is up to implementation to support survive time.
For UL periodic traffic, gNB also has the information of the arrive time of packet (i.e. burst arrive time) and the corresponding delay requirement in RAN. Intuitively, UE can rely on NW control to change transmission scheme. However, for some cases, the NW based solution is not always feasible.
An example is given in the following figure. When a packet is detected as lost within given delay requirement, the survival timer starts. The UE shall adjust transmission scheme to provide subsequent transmission with higher reliability. It can be found that the time which can be used for adjusting transmission scheme is transfer interval minus AN PDB. Obviously, there is large probability that it is not enough for NW to control the change of transmission scheme at UE side. In this case, it is reasonable that UE can change transmission scheme autonomously.

Fig.1 Status transition at receiver when the survival time equals to transfer interval with 0.5ms
In NR, there are multiple methods which can be used to improve the reliability of data transmission within specific time, e.g. PDCP duplication, repetition, LCP adjustment. No matter which methods is used at UE side, it shall be controlled by NW. In order to support UL traffic with strict requirement of survival time, it is suggested that UE can use these schemes autonomously based on NW configuration. For example, UE can perform autonomous LCP adjustment to allow that the subsequent data can be scheduled with higher priority when the survival time is going to run out. Alternatively, UE can perform autonomous PDCP duplication activation. From our perspective, all the UE based solutions mentioned above can be used to increase the reliability of subsequent data transmission when survival time is about to ran out. 
Proposal 4: For UL, RAN2 should consider UE based solutions (e.g. autonomous LCP adjustment) for data transmission reliability enhancement during the survival time.
Conclusions
Based on the analysis given above, we have the following Observations and Proposals:
[bookmark: _Toc502437832]Observation 1: Survival time is a concept which is used at application of receiver and is started when an anticipated message is not timely and correctly received within given application’s requirement.
Observation 2: Communication service and application of receiver will transition into unavailable state when the survival time has been exceeded and will take long time to recover from such situation.
Observation 3: It is not clear how the survival time is used for aperiodic traffic as the receiver cannot detect if an aperiodic packet is unsuccessfully received (e.g. lost or untimely).
Proposal 1: RAN should be able to perform transmissions with higher reliability within AN PDB during the survival time provided by CN. 
Proposal 2：RAN2 focus on data transmission enhancement of survival time for periodic traffic.
Proposal 3: For DL, it is up to implementation to support survive time.
Proposal 4: For UL, RAN2 should consider UE based solutions (e.g. autonomous LCP adjustment) for data transmission reliability enhancement during the survival time.
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