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1. Introduction
The revised work item on Enhancements to Integrated Access and Backhaul for NR (eIAB) was approved in RAN#88e [1]. Some of the key objectives are listed as follows; 
	Topology adaptation enhancements [RAN3-led, RAN2]:

· Specification of procedures for inter-donor IAB-node migration to enhance robustness and load-balancing, including enhancements to reduce signalling load.   

· Specification of enhancements to reduce service interruption due to IAB-node migration and BH RLF recovery.

· Specification of enhancements to topological redundancy, including support of CP/UP separation.

Topology, routing and transport enhancements [RAN2-led, RAN3]:

· Specifications of enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation 


Regarding the Topology, routing and transport enhancements, RAN2#112-e reached the following agreements [2]: 

	· R2 assumes Rel-17 IAB work will not define any new end-user QoS metrics on top of the existing 5G QoS framework.
· Rel-17 IAB work will comprise agreeing on a definition of topology-wide fairness.

· Topology-wide fairness provides mechanisms for the management of QoS so that the required QoS is met across the topology, regardless of where a UE attaches to the IAB network. Variants of this definition is not precluded. FFS how the success of such mechanisms is evaluated.
· RAN2 will not discuss enhancements to DL E2E flow control without input from RAN3
· FFS if RAN2 will deprioritize splitting data of a radio bearer into two or more paths (RAN3 agreements to deprioritize Multi-Route Support with data split in IAB)


In this contribution, the topology, routing and transport enhancements for Rel-17 eIAB are discussed, focusing on the enhancements for BSR and Pre-emptive BSR and the general framework for topology-wide fairness. 
2. Discussion 
2.1. BSR and Pre-emptive BSR enhancements 
2.1.1. LCG space extension 
In Rel-16, the number of LCGs for the UE was reused for the IAB-MT, i.e., maximum of 8 LCGs [3]. In RAN2#112-e, many companies proposed to increase number of LCGs [4]~[8]. It appears the extension of LCG space reduces the number of LCHs per LCG, which would ensure finer granularity for scheduling and contribute the topology-wide fairness. So, RAN2 should increase the number of LCGs, which is applicable to both the legacy BSR and the pre-emptive BSR. 
Proposal 1 RAN2 should agree to increase the number of LCGs for BSR and Pre-emptive BSR. 
2.1.2. Buffer size calculation 
For the legacy BSR, the buffer size calculation is clearly specified [3], which is based on the data available in MAC, RLC and PDCP. For RLC and PDCP, the data volume calculation procedures are specified in each specification [9]

 REF _Ref57985155 \w \h 
[10]. In Rel-16, these mechanisms are reused for the IAB-MT. However, there is the BAP layer instead of PDCP in the IAB-node, and there is no data volume calculation in BAP [11]. So, there is missing data available for transmission in the current specification. For more proper scheduling for topology-wide fairness, the buffer size reported in the legacy BSR should be more precise. 
Proposal 2 RAN2 should discuss whether the data volume calculation procedure should be specified for BAP. 
In Rel-16, the buffer size calculation for the pre-emptive BSR is widely up to IAB-DU implementation, while the specification roughly provides the guideline that “the Buffer Size field identifies the total amount of the data expected to arrive at the IAB-MT of the node where the Pre-emptive BSR is triggered and does not include the volume of data currently available in the IAB-MT” [3]. As pointed out in [6]
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[7], it’s possible for some IAB-nodes to report in the pre-emptive BSR a larger buffer size than what will actually arrive. It may be difficult to have the same principle between the child node and the parent node, e.g., in multi-vendor deployments, which causes inefficiency in radio resource allocations and scheduling latency at the parent, and the unfairness of resource requests among the IAB-MTs. It may become more ambiguous when the IAB-node is configured with dual connectivity as noted in [3]  So, the buffer size calculation for pre-emptive BSR should be specified more precisely. 
Proposal 3 RAN2 should specify the buffer size calculation for Pre-emptive BSR. 

2.2. Topology-wide fairness enhancements 
The enhancements for topology-wide fairness would be categorized by a couple of approaches as follows; 
· Local/distributed fairness optimization, e.g., by scheduler; and, 

· Centralized fairness optimization, e.g., by routing configuration update. 

Regarding the local/distributed fairness optimization, the IAB-node is provided with some information such as a benefit metric, number of remaining hops etc. as proposed in [4]
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[12]~[16], e.g., in order to optimize its scheduler algorithm. Since some solutions are highly dependent on scheduler implementation, it’s preferable that only the most common/generic and useful information for all implementations are specified, if any. 
On the other hand, for the centralized fairness optimization, the IAB-donor receives some information or measurements such as congestion condition, delay/latency etc. [17]

 REF _Ref57990271 \w \h 
[18], e.g., which would allow the IAB-donor to optimize the routing configuration. Thus, this approach could be seen as a type of MDT [19] and/or SON procedure as pointed out in [20]. 
In our view, these approaches have pros and cons. The local/distributed approach can be a faster mechanism, but the benefit may be limited within local connections and be varied depending on scheduler implementations. The centralized approach can solve the topology-wide/drastic optimizations, but it may not work for the per-packet fairness. Therefore, RAN2 should discuss which (or both) approach is more desirable for the topology-wide fairness enhancement. 
Proposal 4 RAN2 should discuss whether the topology-wide fairness enhancements should be achieved by a local/distributed approach (e.g., by each scheduler), a centralized approach (e.g., by the IAB-donor-CU with routing configuration update) or both. 
3. Conclusion 
In this contribution, the consideration of topology-wide fairness and multi-hop latency for eIAB is provided and the outlines for possible enhancements are discussed.  RAN2 is kindly asked to take into account the observations and proposals below: 
Proposal 1
RAN2 should agree to increase the number of LCGs for BSR and Pre-emptive BSR.
Proposal 2
RAN2 should discuss whether the data volume calculation procedure should be specified for BAP.
Proposal 3
RAN2 should specify the buffer size calculation for Pre-emptive BSR.
Proposal 4
RAN2 should discuss whether the topology-wide fairness enhancements should be achieved by a local/distributed approach (e.g., by each scheduler), a centralized approach (e.g., by the IAB-donor-CU with routing configuration update) or both.
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