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1. Introduction
After the last RAN2 meeting [1], there is an email discussion [065][eIAB] to collect the technical issues to the fairness, latency and congestion and help mapping the proposed solutions to the list of issues. During the email discussion, following items have been confirmed as issues for multi-hop latency:

IL-1: IAB node cannot help ensure that overall or remaining PDB is met for a packet (e.g. by prioritizing bearers with higher number of hops), as it does not have a latency reference for the packets being scheduled, resulting in packets with the same QoS requirement ending up with different latency

IL-2: IAB node may need to report joint buffer status for LCHs which have rather differing QoS requirements, due to the current (Rel-16) limit on the number of LCGs

IL-3: Buffer size calculation for pre-emptive BSR may differ for nodes of different vendors as it is left to implementation in Rel-16

IL-4: IAB node cannot accurately determine the one-hop latency for the access link, as the access link PDB configuration includes the wireless backhaul related delay which is subject to change

IL-5: The CU is unable to put bearers with lower PDB on routes with less congestion risk (higher resource efficiency) or which are RLF-free

IL-6: The CU is unable to configure routing based on actual (real-time) latency per BH RLC channel

IL-7: IAB node cannot reliably/efficiently (i.e. with a known/predictable impact on QoS) discard packets, as the CU cannot currently provide e.g. a recommended discard PDB 
We think IL-1, IL-2, IL-4 IL-5, IL-6 should be addressed. In this contribution we further discuss the solutions to above issues IL-4, IL-1 and IL-6 for multi-hop latency in IAB. For issue IL-5, we discuss the solution in another contribution [3]. 
2. Discussion
2.1 Access link PDB configuration
For IL-4, it is supposed that the access IAB node should obtain the PDB of access link to prioritize the bearer with lower PDB. However, the access IAB-node of UE cannot determine the PDB for the access link, as the 5G AN PDB calculated from subtracting CN PDB from PDB includes the access link PDB and BH PDB which is not clear to the access node, refer to Figure 1.   
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Figure 1 AN PDB and CN PDB of present understanding
To resolve that issue, the access IAB node should be configured with access link PDB or BH PDB i.e. the delay budget from the access IAB node to the Donor DU in each bearer configuration by donor CU. The Donor CU can use a new field or rewirte present PDB field to configure access link PDB.
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Figure 2 BH PDB in IAB

Or, the Donor CU can rewrite CN PDB as the delay budget from the access node to the N6 interface termination of UPF, which includes the BH PDB, so that the access node can obtain access link PDB by subtracting the CN PDB from total PDB, refers to Figure 3. 
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Figure 3 CN PDB including BH PDB for IAB
Proposal 1: The Donor CU configures access link PDB or BH PDB in each UE bearer configuration to the access IAB-node, or the Donor CU rewrites CN PDB as the delay budget from the access node to the N6 interface termination of UPF.
2.2 Overall PDB ensurance
To address IL-1, the overall PDB of a packet should be ensured. Some solutions suggested to indicate the remaining PDB to each IAB-node. We think it’s not feasible, because the IAB-node cannot determine to prioritize the packet with more remaining PDB and more remaining hops or the packet with less remaining PDB and fewer hops. The IAB-node may need remaining hops additionally, then it can make scheduling priority by estimating the next hop PDB (i.e. remaining PDB / remaining hops). However, the hop PDB may be various along the route, for instance longer PDB is expected for the hop with congestion happening. Note that determination of one-hop PDB is subject to donor CU’s implementation, specifically, the CU chooses the routing path as well as BH RLC channel for each UE bearer to make sure the overall latency of the path is less than the overall PDB. The UE bearers being mapped to the BH RLC channel along the routing path. Therefore, the expected one-hop PDB of the UE bearers should align with the PDB of the mapping BH RLC channel configured by F1-AP. The fairness on latency can be achieved as bearers with different one-hop PDB are mapped to different BH RLC channels and scheduling priority is done among RLC channels based on their different PDBs. CU does not need to provide remaining PDB nor one-hop PDB to IAB-node for each UE bearer.
Proposal 2: CU ensures that the expected one-hop PDB of the UE bearers should align with the PDB of the mapped BH RLC channel configured by F1-AP. CU does not provide remaining PDB nor one-hop PDB to IAB-node for each UE bearer.
2.3 Per-hop latency reporting
For IL-6 the CU should configure routing based on actual (real-time) latency per BH RLC channel. IAB node can measure and report the one hop latency to donor CU, so that donor CU can estimate the latency for different routing paths and adjust routing path for the UE bearer [2]. 
The access link delay measurement should be based on DRBs per UE and reuse the L2 measurement already defined in TS 38.314. The access link delay for UL consists of UL PDCP delay, UL RLC latency and UL delay over the air interface, while the access link delay for DL consists of DL delay in DU and DL delay over the air interface. Referring to Figure 4, the UE should measure the UL PDCP delay. And the DU of access IAB node should measure the DL delay in DU, DL delay over the air interface, UL RLC latency and UL delay over the air interface. 
Proposal 3: The access link delay measurement should be based on DRBs per UE and reuse the L2 measurements defined in TS 38.314.
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Figure 4 Measurement for access link delay

The backhaul link delay measurement should be done separately per BH RLC channel. The backhaul delay in DL consists of DL delay in DU and DL delay over the air interface, which can be measured by the DU of IAB node. 

Proposal 4: The backhaul link delay measurement should be done separately per BH RLC channel. 
Proposal 5: The backhaul delay in DL consists of DL delay in DU and DL delay over the air interface, which can be measured by the DU of IAB node.

The measurement for the backhaul delay in UL has two options. 

· One option is similar to the measurement of access link delay. The backhaul delay for UL consists of UL BAP delay, which refers to BAP queuing delay for the channel from packet arrival at BAP entity of the IAB-MT until the UL grant to transmit the packet is available, UL RLC latency and UL delay over the backhaul air interface. The MT of IAB-node performs the measurement of UL BAP delay. The DU of parent IAB node measures UL RLC latency and UL delay over the air interface.
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Figure 5 One option of measurement for BH link delay
· In another option, the backhaul delay for UL includes UL delay in MT, which refers to the delay from packet arrival at BAP sublayer until the last part of the packet is scheduled and sent to MAC, and the UL delay over the backhaul air interface. The MT of IAB node performs those measurement for backhaul delay of UL.  
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Figure 5 Another option of measurement for BH link delay
Proposal 6: For the measurement of backhaul delay in UL, choose from the following two options. 

· The backhaul delay for UL consists of UL BAP delay, UL RLC latency and UL delay over the backhaul air interface. The MT of IAB-node measures UL BAP delay. The DU of parent IAB node measures UL RLC latency and UL delay over the backhaul air interface.
· The backhaul delay for UL includes UL delay in MT and the UL delay over the backhaul air interface, which are measured by the MT of IAB node.

3. Conclusion
In this contribution we further discuss the solutions to issues for multi-hop latency in IAB. We have the following proposals:
Proposal 1: The Donor CU configures access link PDB or BH PDB in each UE bearer configuration to the access IAB-node, or the Donor CU rewrites CN PDB as the delay budget from the access node to the N6 interface termination of UPF.
Proposal 2: CU ensures that the expected one-hop PDB of the UE bearers should align with the PDB of the mapped BH RLC channel configured by F1-AP. CU does not provide remaining PDB nor one-hop PDB to IAB-node for each UE bearer.
Proposal 3: The access link delay measurement should be based on DRBs per UE and reuse the L2 measurements defined in TS 38.314.

Proposal 4: The backhaul link delay measurement should be done separately per BH RLC channel. 
Proposal 5: The backhaul delay in DL consists of DL delay in DU and DL delay over the air interface, which can be measured by the DU of IAB node.

Proposal 6: For the measurement of backhaul delay in UL, choose from the following two options. 

· The backhaul delay for UL consists of UL BAP delay, UL RLC latency and UL delay over the backhaul air interface. The MT of IAB-node measures UL BAP delay. The DU of parent IAB node measures UL RLC latency and UL delay over the backhaul air interface.
· The backhaul delay for UL includes UL delay in MT and the UL delay over the backhaul air interface, which are measured by the MT of IAB node.
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