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1 Introduction
In RAN #88e, the WID [1] on Enhancements to Integrated Access and Backhaul for NR has been updated. The objectives of this WI on the RAN2-led topics are:

Topology, routing and transport enhancements [RAN2-led, RAN3]:

•
Specifications of enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation 

Specification of signalling enhancements for fairness enforcement across the IAB topology needs to be considered in Rel-17. In [2], fairness issue was described owing to the many-to-one mapping between UE DRBs and BH BLC channel. Current BAP layer design will not differentiate the UE bearers within an RLC channel in buffering and scheduling. An IAB network should attempt to schedule the wireless resources to meet each UE bearer's requirement regardless of the number of hops a given UE is away from the Donor DU. 
In the multi-hop backhaul, congestion may occur on intermediate IAB-nodes. Flow and congestion control can be supported in both upstream and downstream directions in order to avoid congestion-related packet drops on IAB-nodes and IAB-donor-DU.
In upstream direction, UL scheduling on MAC layer can support flow control on each hop. In downstream direction, the NR user plane protocol supports flow and congestion control between the IAB-node and the IAB-donor-CU for UE bearers that terminate at this IAB-node. Further, hop-by-hop downlink flow control is supported on BAP sublayer using flow control feedback information. However, there are still issues for both downlink and uplink congestion mitigations, as summarized in email discussions of RAN2#112e [3].
In this contribution, we would like to discuss several issues on how to support fairness and congestion mitigation for IAB network.
2 Discussion 
2.1 Fairness Enforcement
Topology-wide fairness in an IAB network is a complicated QoS issue based on fair use of processing resources of IAB nodes and so on. In our opinion, UE bearer level fairness is the best fairness granularity to be supported with enhancement on Rel-16 IAB spec, since it has a simple design and can provide fine granular fairness as close as to a non-IAB network.
To support UE bearer level fairness, UE bearer information needs to be included in BAP header. This information is useful for both downlink and uplink fairness enforcement. For downlink, the DU scheduler can provide fairness among UE bearers through enhanced scheduling algorithm. For uplink, the fairness can be enforced to specific logical channels via LCP procedure enhancement. It can be done at IAB-MT of each IAB node. 
Proposal 1: UE bearer ID is added in BAP header.

Since the scheduling algorithm is implementation issue, we only discuss the uplink fairness enforcement in this section.
According to 3GPP TS38.321, the LCP procedure is applied whenever a new transmission is performed. Bj is the bucket variable maintained for each logical channel j. We introduce a similar variable Bk, which is the logical channel variable maintained for each UE bearer k on the logical channel j, if there are more than one UE bearers on this logical channel. UE bearers on the same logical channel share the same logical channel configurations configured by RRC, such as priority, PBR (prioritized bit rate), BSD (bucket size duration), etc. Bk is updated in the same way as Bj, only that the PBR is replaced with PBR/K in calculation, where K is the number of UE bearers on logical channel j.
When a new transmission is performed, and if logical channel j is selected for resource allocation, select MAC SDU from the UE bearer with the highest Bk one by one, until either the data for logical channel j or the UL grant is exhausted, whenever comes first. Update Bk and Bj every time a MAC SDU is selected. 

The above LCP enhancements have low impact on the specification and are easy to implement. In summary, we have the following proposal:
Proposal 2: Uplink fairness can be enforced by introducing a new logical channel variable (Bk) for each UE bearer in LCP procedure enhancement at IAB-MT.
Proposal 3: Bk for each bearer is updated using 1/K of the PBR of its logical channel j. If logical channel j is selected for resource allocation, select MAC SDU from the UE bearer with the highest Bk one by one.
2.2 Congestion Mitigation

Uplink hop-by-hop flow control

Flow control is needed in IAB networks to prevent congestion occurring. There are two main types of flow control in IAB networks: end-to-end and hop-by-hop. On the uplink, resource allocation serves as a form of flow control (the parent node has full control over UL transmissions of its child nodes). Therefore, Rel-16 IAB work on congestion mitigation has focused on the DL. Due to the various traffic types of NR use cases and the multi-hop nature of the IAB network deployment, the upstream traffic has similar congestion issues as downstream traffic. Hence, it is meaningful to consider uplink congestion issues in R17.
Based purely on uplink scheduling mechanisms, an IAB node cannot do UL flow control in a per routing ID or per BH RLC channel basis. One special case is for example, IAB node in DC with only one of its cell groups (MCG or SCG) congested has no means to selectively limit receiving uplink data to be routed over the congested cell group from child nodes. To be consistent to the level of downlink hop-by-hop flow control, a similar uplink hop-by-hop flow control should be supported. The current BAP sublayer flow control feedback and polling mechanism can be adapted to support the uplink scenario. We then have the following observation and proposal:
Observation 1: UL scheduling of IAB cannot do UL flow control in a per routing ID or per BH RLC channel basis.

Proposal 4: UL hop-by-hop flow control feedback and polling are supported at BAP sublayer.
Different from downlink flow control, which is controlled purely by DU scheduler, current UL scheduling and LCP procedure cannot support UL flow control even with the flow control feedback information. The complexity comes from the MAC layer procedure for UL scheduling, such as BSR and LCP. To achieve UL flow control purpose, there are two options at the IAB-MT which receives the BAP flow control feedback from the parent node. One option is to enhance the BAP sublayer of IAB-MT, i.e., to let BAP sublayer buffer control the number of BAP PDUs to be submitted to lower layers according to the flow control feedback. Another option is to enhance MAC layer of IAB-MT, i.e., to let BSR and LCP revise the buffer status reporting and resource allocation according to the flow control feedback.
Proposal 5: RAN2 discusses whether to enhance BAP sublayer or MAC layer to support UL hop-by-hop flow control after IAB-MT’s receiving flow control feedback.
Congestion reporting to donor-CU

Rel-16 IAB hop-by-hop or end-to-end flow control is user plane (UP)-based approach for congestion mitigation. There are several drawbacks for UP-based congestion mitigation in IAB networks. Firstly, hop-by-hop flow control cannot solve long-term congestion. Secondly, DDDS cannot provide the information on the congested node, thus the choice of mitigation solution is very limited. Congestion mitigation scheme should be able to identify the potential occurrence of congestion, the place of congestion, and the severity of the congestion.
To address these issues, control plane (CP)-based approach may be considered in order to perform routing/topology reconfiguration and/or BH RLC channel reconfiguration on a path to congested link, or resource repartitioning/coordination between different links and IAB nodes. To achieve CP-based approach, congestion report or indication is supported.
The function of topology, route and resource management are all subjected to the IAB-donor-CU-CP. Therefore, the parent or child node of congested BH link, depending on direction of the congested traffic, can report congestion status or link load of backhaul link to IAB-donor-CU-CP, and then IAB-donor-CU-CP can reallocate air interface resources to the congested BH link and/or change the routing of some traffic flows to avoid using the congested link. From the perspective of the congestion reporting procedure and the means IAB-donor-CU-CP uses to mitigate congestion, there is not much difference for downlink and uplink congestion.
Proposal 6: Congested IAB node sends congestion report to donor-CU. It can be applied to both DL and UL congestion.
3 Conclusion

In this contribution we discuss issues for fairness enforcement and congestion mitigation. We make the following observation and proposals:
Proposal 1: UE bearer ID is added in BAP header.

Proposal 2: Uplink fairness can be enforced by introducing a new logical channel variable (Bk) for each UE bearer in LCP procedure enhancement at IAB-MT.
Proposal 3: Bk for each bearer is updated using 1/K of the PBR of its logical channel j. If logical channel j is selected for resource allocation, select MAC SDU from the UE bearer with the highest Bk one by one.
Observation 1: UL scheduling of IAB cannot do UL flow control in a per routing ID or per BH RLC channel basis.

Proposal 4: UL hop-by-hop flow control feedback and polling are supported at BAP sublayer.
Proposal 5: RAN2 discusses whether to enhance BAP sublayer or MAC layer to support UL hop-by-hop flow control after IAB-MT’s receiving flow control feedback.
Proposal 6: Congested IAB node sends congestion report to donor-CU. It can be applied to both DL and UL congestion.
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