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1 Introduction

The agreements achieved in last RAN2 #112e meeting for slice based RACH configuration are as follows: 
	Agreements:
10: The intentions and use cases for slice-based RACH configuration are as follows:

Intention 1: RA resource isolation. From marketing point of view, some of the industrial customers have the requirement for access resource isolation, in order to provide guaranteed RA resources for their sensitive slices.

Intention 2: Slice access prioritization. In R15/16, all slices are sharing the same RA resources and cannot be differentiated by network side. But some slices may need to be prioritized during the RA procedure.

11: The following solutions will be studied and captured in the TR 38.832:

Solution 1: Slice-specific separate RACH resources pool can be configured per slice or per slice group, in addition to the existing common RACH resources.

Solution 2: Slice-specific RACH parameters prioritization can be configured per slice or per slice group.

Neither solution may not be applicable to all possible slices.


In this paper, we will continue discuss on slice based RACH configuration.
2 Discussion
2.1 The discussion on slice-specific RACH resources pool
The method of slice-specific RACH resources pool has been discussed in RAN2 #112e offline email discussion. Although most of participate companies agree that it has low complexity and could be used. But one major concern is mentioned which is the fragment of RACH resources.
The RACH resources is limited. Assigning RACH resources pool (preambles or RACH occasions) to one slice or slice group could accelerate the speed of the slice service response and reduce the RACH collision impact from other slice. But NW needs to inform UE the configuration of slice-specific RACH resources and UE needs to use the specific RACH resources when initiating RA process, and some spec changes is needed.
When slice-specific RACH resources pool becomes more, the info NW needs pass to UE will become more too. And we cannot guarantee the service is as good as before, because the problem of will appear like conflicts and contention for the same slice, and will also challenge the management of RACH resources. 
Observation 1: Slice-specific separate RACH resources pool may cause RACH resource fragment.
To avoid the problem of fragment mentioned above, the number of slice-specific RACH resource pool should be controlled, e.g. specially serves for some urgent/special/customized slice service.
Proposal 1: Slice-specific separate RACH resources pool can be supported while the number of RACH resources pools within one cell should be limited.
Solution 1 proposes to assign slice-specific RACH resources pool per slice or per slice group. Considering the utilization of RACH resources and reducing the probability of fragment problem, two options of using slice-specific RACH resources pool are discussed below: 
Option 1: Limited slice. The slice-specific RACH resources pool should only be configured for limited slice, like urgent service. It means most of slices should obey existing RA mechanism and initiate normal RA process on common RACH resources except for those urgent slice service. 

Option 2: Per slice group. The slice-specific RACH resources pool could be configured per slice group. The slice group includes several slices. The slice who belongs to one slice group could initiate RA process on specified RACH resources which is configured for the slice group. 
Compared to option 1, we would prefer to support option 2 because it is more flexible. With proper management, option 2 could meet various requirements of different slices.
Proposal 2: The slice-specific separate RACH resources pool can be configured per slice group.
2.2 Discussion on slice-specific RACH parameter prioritization
By configuring proper RACH parameters like powerRampingStepHighPriority and scalingFactorBI to UE, the method of slice-specific RACH parameter prioritization could handle the requirements of different slices, like priority and latency, and could reduce the RACH collision impact from other slice.
Compared to solution 1, RACH parameter prioritization has already been supported in NR specification and has lower complexity.  Different RACH parameters should be configured to different slice. But the size of info will be huge if there are too many slices which need specific RACH parameters. Considering the size problem, we would prefer to support slice-specific RACH parameters prioritization per slice group.
Proposal 3: The slice-specific RACH parameters prioritization can be configured per slice group.
One concern is emerging that whether slice-specific RACH resources pool and slice-specific RACH parameter prioritization can work together. If slice-specific RACH resources pool is configured for one slice group which only contains one slice. Then it is meaningless to configure the slice-specific RACH parameter prioritization to UE. For those slice, UE could just use existing RACH parameters. Note that except for the UE who needs special treatment and it could get UE-specific RACH parameter prioritization from NW.
If slice-specific RACH resources pool is configured for a slice group which contains several slices, then the slice-specific RACH parameter prioritization could take effective. And if slice-specific RACH resources pool is only configured for limited slices, i.e. most of slices need initiate on common RACH resources. Then the slice-specific RACH parameter prioritization could work.
Proposal 4: It is unnecessary to configure RACH parameters prioritization to one slice if it has been configured with a dedicated RACH resources. 
3 Conclusion

In this contribution we discussed and analyzed the slice based RACH configuration, and made the following observations and proposals:
Observation 1: Slice-specific separate RACH resources pool may cause RACH resource fragment.
Proposal 1: Slice-specific separate RACH resources pool can be supported while the number of RACH resources pools within one cell should be limited.
Proposal 2: The slice-specific separate RACH resources pool can be configured per slice group.
Proposal 3: The slice-specific RACH parameters prioritization can be configured per slice group.
Proposal 4: It is unnecessary to configure RACH parameters prioritization to one slice if it has been configured with a dedicated RACH resources. 
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