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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
A new WID [1] had been agreed in RAN#86 and it has been further confirmed in RAN-88e for IAB enhancements, wherein topology enhancements are one of the objectives in the WID:
	· Topology adaptation enhancements [RAN3-led, RAN2]:
· Specification of procedures for inter-donor IAB-node migration to enhance robustness and load-balancing, including enhancements to reduce signalling load.   
· Specification of enhancements to reduce service interruption due to IAB-node migration and BH RLF recovery.
· Specification of enhancements to topological redundancy, including support of CP/UP separation.


In RAN2#112e, there were the following agreements with respect to topology migration:
	Consider enhancements to topology adaptation that improve: 
Robustness, e.g., to rapid shadowing, 
service-interruption, 
load balancing among different IAB-nodes, IAB-donor-DUs and IAB-donor-CUs, and 
reduction in signaling load.
RAN2 to discuss enhancements to RLF indication/handling with the focus on the reduction of service interruption after BH RLF.
CHO and potential IAB-specific enhancements of CHO is on the table. 
DAPS and potential IAB-specific enhancements of DAPS is not precluded for now (but as there is no PDCP it is not clear how to support DAPS). 
For message bundling, RAN2 at least wait for more progress to be made in RAN3 on topology adaptation procedures.
RAN2 to discuss local rerouting, including the benefits over central route determination, and on how topology-wide objectives can be addressed.



Based on the above agreements, we have already some conclusions on the technology components to be considered in future work for topology adaptations. In this contribution, we would like to share our view on the migration schemes on the table and the potential migration schemes worth to be considered in future work.
2. Discussion
2.1 DC vs. non-DC based migration procedure
When the migration procedure from the source CU network to the target CU network is triggered for an IAB-node and this IAB-node supports dual connectivity, this IAB-node could setup connection to the target CU network in addition to the connection to the source CU network. In this case, the migration network can keep the connection to the source CU network when it establishes connection to the target CU network (see Figure 1). The migration commands can be transmitted to respective migrating nodes through the original routes at migration initiation phase and the migration complete messages of respective migrating nodes can be transmitted to the target CU through the new route at the migration completion phase. When all migrating nodes in the migrating network has setup the connection to the target CU network, the top IAB node in migrating network can drop the connection with the source CU network. 
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[bookmark: _Ref47098049]Figure 1 Inter-CU migration procedure using NR-DC with two different carriers
However, in order to utilize dual connectivity, the MT of an IAB-node shall support dual connectivity and meanwhile the MCG link and the SCG link shall use different carriers according to the current work assumption from RAN1. This may be not always feasible due to the network only has single NR carrier for backhaul link.
Observation 1. [bookmark: _Ref61596911]Inter-carrier DC can make inter-CU migration easier but it is infeasible when the NW only has single carrier.
Further, in RAN3#111e, there are the following agreements
	For IAB nodes connected to a single donor, IAB-MT migration between IAB-donors can support robustness and load balancing; the Xn handover preparation procedure is taken as baseline.


With the joint consideration of RAN3 agreements and DC unavailability cases, we propose:
Proposal 1. RAN2 confirm that non-DC based inter-CU migration procedure (i.e. Xn handover) is the baseline.
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[bookmark: _Ref61250581]Figure 2 Inter-CU migration procedure using intra-frequency NR-DC
Currently, intra-frequency DC is being discussed in RAN1. With intra-frequency DC, both MCG leg and SCG leg can use the same carrier to serve the same child IAB-MT.  Figure 2 shows the migration procedure through intra-frequency DC, i.e. both MCG leg and SCG leg use the same carrier. The clear benefit of intra-frequency DC is that the operator does not have to deploy two different carriers to support IAB DC.
One issue for intra-frequency DC is the possible collided scheduling in the same carrier between two legs, i.e., the scheduled transmission/receptions between two legs can be overlapped in time-frequency domain and the child IAB-MT is not able to follow both of them. At initial phase, TDMed radio resource split between two legs can be used to avoid such scheduling collision, i.e. there is only scheduled transmission/reception from either MCG leg or SCG leg at a time for one child IAB-MT. Other more advanced multiplexing schemes such as FDMed or SDMed transmissions between two legs, could be further considered in later phase. 
Observation 2. Compared to inter-frequency DC, intra-frequency DC does not require to deploy at least two carriers. 
Observation 3. For intra-frequency DC, at least TDMed time-frequency resource split between MCG leg and SCG leg can be used to avoid scheduling collisions between the two legs.
With intra-frequency DC, the existing upper layer CP/UP protocols defined for NR-DC can be reused. We don’t see considerable change is needed. 
Observation 4. Support of intra-frequency DC for IAB has minor impact on upper layer protocols.
Based on Observation 2-4, we have the following proposals:
Proposal 2. In addition to non-DC based inter-CU migration, RAN2 to support intra-frequency DC as a candidate solution to facilitate inter-CU topology migration.
Proposal 3. RAN2 to send an LS to RAN1/RAN3 respectively to inquire the feasibility to support intra-frequency DC for IAB.
2.2 Inter-CU migration enhancements in non-DC case
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[bookmark: _Ref61250418]Figure 3 illustration of non-DC based inter-CU migration procedure
According to the existing handover procedure, when the source CU sends the handover preparation request for a UE to the target CU and the admission control check passes, the target CU generates the handover command for the UE. When the source CU receives the handover command for the UE from the target CU, the source CU transmits the handover command to the UE via the source serving DU. As soon as the UE has received the handover command, the UE breaks the connection to the source DU and establish radio connection to the target DU accordingly. If an IAB-MT follows the similar handover procedure as a normal UE when it migrates from the source CU network to the target CU network, the IAB-MT will drop the radio connection to the source donor when it establishes the radio connection to the target donor as illustrated in Figure 3.
Observation 5. If the IAB-MT follows the traditional HO procedure of UE, an IAB-MT will drop the connection to the source CU NW when it migrates to the target CU NW.
Hence, there is risk that one IAB-node within the migration IAB network may initiate migration procedure before relaying all the migration commands to the respective downstream nodes, e.g., because of various delays of handover command transmissions in radio NW. As a consequence, some downstream nodes may fail to receive the respective migration commands. Taking the IAB network migration illustrated in Figure 3 as an example, if IAB-N1 receives its migration commands from DU1 via one shoot HARQ transmission but it fails to receive the migration command for UE1 from DU1 due to one or multiple HARQ transmission failure occurrences. Then IAB N1 initiates its migration procedure before receiving and forwarding the migration command for UE1 and UE 1 will fail to migrate to the target CU network. This means that UE1 may lose the connection to the network and has to rely on radio connection re-establishment procedure after migration procedure of IAB N1.
Observation 6. When an IAB-node starts migration before forwarding a migration command for a downstream node, the downstream node has to rely on RRC reestablishment procedure.
According to the above analysis, the migration commands may reach corresponding migrating nodes at different time. As a consequence, different migrating nodes may start the migration procedures and send the migration complete messages to the target CU network at different time. If a node (IAB-node or UE) receives its migration command earlier than its parent/access IAB-node, this node may finish migration procedure and send the migration complete message to target CU before its parent/access IAB-node finishes the migration procedure of themselves. When the parent/access IAB-node receives the migration complete message from a child IAB-node or served UE in this case, it will route the received migration complete message to the source CU following the old route. This means that the target CU may miss the migration complete message from these migration nodes.
Observation 7. In case of non-DC, when an IAB-node finishes migration procedure later than a downstream node, this IAB-node may route the migration complete message of this downstream node to the source CU.
Proposal 4. RAN2 to improve the inter-CU migration procedure for non-DC case to ensure migration command transmission to migration nodes and migration complete message transmission to target CU.
2.3 Conditional handover
According to the agreements in RAN2 #112e, conditional handover  (CHO) procedure is already on the table. However, the existing CHO procedure in R16 was designed for single node handover. For an IAB node, there may be downstream UEs and IAB nodes. If CHO is triggered for this IAB node but there is no associated migration actions of its downstream nodes, the radio connections of the downstream nodes are broken and the radio connection reestablishment has to be performed for the downstream nodes. 
Observation 8. If R16 CHO procedure is reused without enhancements, radio connection re-establishment is performed by downstream nodes when CHO is triggered for the top IAB nodes. 
In principle, we have agreed to reduce the service interruption in RAN2#112e: 
	Consider enhancements to topology adaptation that improve: 
Robustness, e.g., to rapid shadowing, 
service-interruption, 
load balancing among different IAB-nodes, IAB-donor-DUs and IAB-donor-CUs, and 
reduction in signaling load.



And in RAN3#109e [3], there is the following agreements:
	We shall consider how to reconfigure descendant nodes in order to reduce service interruption during migration



Based on the above discussions and observations, we propose:
Proposal 5. When CHO is triggered for an IAB node, its downstream nodes should perform handover together without topology change.
1. 
2. 
2.4 Migration without RACH procedure
According to legacy inter-CU handover, both the serving CU and the serving IAB-DU of an UE has to be switched.  When an IAB NW migrates to from the source CU network to the target CU network, for the top migration IAB node (IAB-N1 in Figure 3), both the serving CU and serving IAB-DU (i.e. parent IAB-DU) has to be switched. However, for any of the downstream migration node (UE/IAB node), the serving CU has to be switched but the serving DU is kept the same (see Figure 3).
Observation 9. For inter-CU migration of an IAB network, the top migration IAB node has to switch both the CU and the parent IAB-DU, any of the downstream IAB nodes (UE/IAB node) only need to switch the CU.
RACH procedure is used to setup the radio connection between an UE or MT and the access/parent IAB node. Via RACH procedure, the UE/MT can achieve the synchronization with the access/parent IAB node and further request the radio connection with the access/parent IAB node. However, for any downstream IAB node/UE of a migration IAB NW, synchronization with the parent/access network already exists.
Observation 10. For inter-CU migration of any downstream node, the synchronization with its access/parent IAB node is kept, and the access/parent IAB node knows the migration occurrence.
Via ‘Reconfiguration with sync’ procedure in 3GPP TS 38.331[4], RACH procedure can be avoided is by not configuring the RACH resource in reconfigurationWithSync IE.
 [image: ]
Proposal 6. RAN2 to confirm that RA procedure for any downstream node of the top migration IAB node is optional for inter-CU migration without topology change of the migration IAB NW.

3. Conclusion
In this contribution, we have discussed the inter-CU migration procedure and we have the following observations:
Observation 1. Inter-carrier DC can make inter-CU migration easier but it is infeasible when the NW only has single carrier.
Observation 2. Compared to inter-frequency DC, intra-frequency DC does not require to deploy at least two carriers. 
Observation 3. For intra-frequency DC, at least TDMed time-frequency resource split between MCG leg and SCG leg can be used to avoid scheduling collisions between the two legs.
Observation 4. Support of intra-frequency DC for IAB has minor impact on upper layer protocols.
Observation 5. If the IAB-MT follows the traditional HO procedure of UE, an IAB-MT will drop the connection to the source CU NW when it migrates to the target CU NW.
Observation 6. When an IAB-node starts migration before forwarding a migration command for a downstream node, the downstream node has to rely on RRC reestablishment procedure.
Observation 7. In case of non-DC, when an IAB-node finishes migration procedure later than a downstream node, this IAB-node may route the migration complete message of this downstream node to the source CU.
Observation 8. If R16 CHO procedure is reused without enhancements, radio connection re-establishment is performed by downstream nodes when CHO is triggered for the top IAB nodes. 
Observation 9. For inter-CU migration of an IAB network, the top migration IAB node has to switch both the CU and the parent IAB-DU, any of the downstream IAB nodes (UE/IAB node) only need to switch the CU.
Observation 10. For inter-CU migration of any downstream node, the synchronization with its access/parent IAB node is kept, and the access/parent IAB node knows the migration occurrence.

Based the above discussions and observations, we have the following proposals:
Proposal 1. RAN2 confirm that non-DC based inter-CU migration procedure (i.e. Xn handover) is the baseline.
Proposal 2. In addition to non-DC based inter-CU migration, RAN2 to support intra-frequency DC as a candidate solution to facilitate inter-CU topology migration.
Proposal 3. RAN2 to send an LS to RAN1/RAN3 respectively to inquire the feasibility to support intra-frequency DC for IAB.
Proposal 4. RAN2 to improve the inter-CU migration procedure for non-DC case to ensure migration command transmission to migration nodes and migration complete message transmission to target CU.
Proposal 5. When CHO is triggered for an IAB node, its downstream nodes should perform handover together without topology change.
Proposal 6. RAN2 to confirm that RA procedure for any downstream node of the top migration IAB node is optional for inter-CU migration without topology change of the migration IAB NW.
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