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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
The following agreements on Enhancements to improve topology-wide fairness multi-hop latency and congestion mitigation were agreed at RAN2#112-e meeting [1]:
	· R2 assumes Rel-17 IAB work will not define any new end-user QoS metrics on top of the existing 5G QoS framework.
· Rel-17 IAB work will comprise agreeing on a definition of topology-wide fairness.
· Topology-wide fairness provides mechanisms for the management of QoS so that the required QoS is met across the topology, regardless of where a UE attaches to the IAB network. Variants of this definition is not precluded. FFS how the success of such mechanisms is evaluated.
· RAN2 will not discuss enhancements to DL E2E flow control without input from RAN3
· FFS if RAN2 will deprioritize splitting data of a radio bearer into two or more paths (RAN3 agreements to deprioritize Multi-Route Support with data split in IAB)


In this paper, we would like to firstly identify the critical issues that unable solved by legacy mechanisms, and see whether some enhancements are needed on congestion mitigation, RLF handling, latency and fairness handling.
2. Discussion
2.1. DL hop-by hop flow control enhancements
[bookmark: _Hlk61422272]Downlink data congestion, or even packet discard, may occur at an IAB-nodes in the case that the corresponding DL link capacity to its child IAB-node or a UE is smaller than the DL capacity of a backhaul link from the parent IAB-node. In other words, the ingress data rate controlled by its parent IAB-node does not match the egress data rate controlled by itself in this situation. This phenomenon is principally caused by the information asymmetry between the IAB-node and its parent IAB-node since the DU side of the parent IAB-node is unaware of the downlink buffer status of the IAB-node. If configured, the congested IAB-node will send a flow control (FC) feedback to its parent IAB-node (downlink hop-by-hop FC), if the child/access IAB-node is suffering congestion risk, as agreed on RAN2#107 [2]. Additionally, the IAB-donor-CU may detect the end-to-end congestion based on existing DDDS mechanism as agreed on RAN3 #106 [3]. The parent IAB-node or/and IAB-donor-CU, upon receiving the FC feedback message from the victim node, may perform DL rate adjustment to alleviate downlink data congestion risk. 
There are two different feedback mechanisms specified for DL hop-by-hop FC in Rel-16, i.e., polling-based FC feedback and event-triggered FC feedback. For the latter one, which, according to the following description in BAP protocol [4], once the buffer load of the IAB is above a pre-configured threshold, the FC feedback will be generated and sent by the IAB node to its parent node.
	[bookmark: _Toc34413565]5.3.1 Flow control feedback, TS 38.340 [4]
For a link, the BAP entity at the IAB-MT shall:
-	when a flow control feedback is triggered due to the buffer load exceeding a certain level, or
-	when a BAP Control PDU for flow control polling is received at the receiving part, the transmitting part of this BAP entity shall:
-	construct a BAP Control PDU for flow control feedback per BH RLC channel, if configured by RRC, in accordance with sub-clause 6.2.3;
-	construct a BAP Control PDU for flow control feedback per routing ID, if configured by RRC, in accordance with sub-clause 6.2.3;
-	if the egress BH RLC channel for the BAP Control PDU is configured as specified in TS 38.473 [5]:
-	submit the BAP Control PDU(s) to the configured egress BH RLC channel of the egress link, indicated by Egress BH RLC CH ID IE in BH Information IE associated with Non-UP Traffic Type IE set to BAP control PDU in TS 38.473[5];
-	else:
-	submit the BAP Control PDU(s) to any egress BH RLC channel of the egress link.


issue 1: intensive event-triggered FC feedbacks caused by buffer fluctuations 
If event-triggered FC is configured by IAB-donor-CU, and the buffer load of the IAB keeps growing or remains at high level after triggering FC feedback, as there is no prohibition period to avoid intensive feedbacks, subsequent FC feedback messages will be constructed and sent. By way of illustration, Figure 1 shows the buffer load of an IAB-node since the integration to the IAB network. With the passage of time, the DL buffer load of the IAB-node increases till the time T1, where the pre-configured threshold to trigger FC report is reached and the IAB-node instantaneously triggers the FC feedback. Upon reception of the FC feedback, the parent IAB-node starts to perform flow control over the egress link to the child IAB-node. 
However, the countermeasure might take some time to take effect (assume the turning point is at time T2).  When the ingress data rate reduced below the egress data rate due to the rate control of parent IAB-DU, the buffer load falls back below the pre-configured threshold at time T3, and the congestion is resolved. Noticeably, any instant between the period (colored in pink, from T1 to T3) satisfies the requirement for triggering the FC feedback. As a result, there come intensive feedbacks in this period, which is not expected in practice.


Figure 1 Intensive FC feedbacks caused by buffer fluctuations
Observation 1 [bookmark: _Ref46244562]If event-triggered FC is configured, the feedback can be triggered frequently once the buffer load of the IAB-node is above the pre-configured threshold for a period of time, as there is no restriction to avoid intensive feedbacks caused by buffer fluctuations.
Intensive FC feedback does not help the congestion resolution but to increase the FC feedback overhead. To avoid such intensive feedbacks, we propose: 
[bookmark: _Ref46244620]RAN2 to support enhancements to avoid intensive feedbacks of event-triggered flow control scheme.
issue 2: legacy format design of FC feedback message leads to unnecessary overhead
For both polling-based FC and event-triggered FC, the buffer status can be reported per BH RLC channel and or per routing ID via BAP control PDU according to TS 38.340 [3], the corresponding BAP control PDU formats are shown in Figure 2. When a FC message is generated, the buffer status of all BH RLC channels and (or) BAP routing IDs should be included and sent to parent IAB-node.


                 
(a) per BH RLC channel    		                        (b) per BAP routing ID  
Figure 2 BAP Control PDU format for flow control feedback (TS 38.340 [3], Figure 6.2.3.1)
Observation 2 [bookmark: _Ref46148420]According to TS 38.340, once the FC feedback is triggered, the buffer status of all BH RLC CHs or routing IDs are reported.
In the case that the FC feedback is reported per BH RLC channel, a total of 5 bytes (BH RLC channel ID & available buffer size) is required for each BH RLC channel. Likewise, a total of 6 bytes (Routing ID & available buffer size) are needed for each BAP route if the FC feedback is configured per BAP routing ID. RAN2 perceived that the number of BH RLC channels per backhaul link can be up to 216, straight-forwardly the size of the FC feedback will at most be 216×5 bytes (per BH RLC channel) or 220×6 bytes (per BAP routing) plus 1 byte BAP header.
The initial intention of constructing a FC feedback is to inform the parent IAB node of the congestion risk of the child IAB-node. With this in mind, it is quite counterproductive to carry the BH RLC CHs showing no congestion risk in FC feedback, as there is no obvious benefits but unnecessary overhead increase.
Even if a large number of BH routes or BH RLC channels are congested, some enhancements are still needed to limit the FC message size to an acceptable level. Otherwise, a FC message with a large size might cause congestion in the upstream BH link.
Observation 3 [bookmark: _Ref46244591]The size of FC feedback can be very large as the number of report fields is proportional to the number of configured BH RLC CHs and/or routing IDs.
Based on the above discussion, enhancements on the formats of FC feedbacks should be discussed to reduce the unnecessary overhead caused by the inclusion of the congestion-risk-free BH RLC CHs or BAP routings.
[bookmark: _Ref47623203]For DL Hop by Hop FC, RAN2 consider enhancements to reduce the FC feedback message size.
2.2. Resource Re-allocation 
As we discussed in section 2.1, congestion risk is principally caused by the information asymmetry between the IAB-node when its parent IAB-node when the ingress data rate from its parent IAB-node is larger than the egress data rate to served nodes in this situation.  
Figure 3 is given therein for illustrative purpose. According to Figure 3, IAB-node 2 is the intermediate node, its parent and child node are IAB-node 1 and IAB-node 3, respectively. Data packets are transferred from IAB-node 1 to IAB-node 3. From the perspective of IAB-node 2, the link between IAB-node 1 and itself is referred to as ingress link, accordingly the link between IAB-node 3 and IAB-node 2 is the egress link. It is plain to see that the congestion alarm in IAB-node 2 is caused by the incomparable data rate between ingress and egress links.


Figure 3 The mismatched date rate between ingress and egress link 
Observation 4 [bookmark: _Ref46244602]Congestion risk is the product of a mismatch between ingress and egress data rate, which is essentially caused by improper resource allocation. 
issue 3: legacy flow control achieves congestion mitigation at the cost of service quality
Suppose the legacy flow control mechanism is used for mitigation purpose, the ingress data rate will be reduced for the node that initiated the FC feedback message. Noticeably the original ingress data rate, rather than the adjusted data rate after flow control, is actually more desirable to the node, as this is what being required for the downstream UEs/IAB-nodes. Applying additional restrictions on ingress data rate can ensure the best-effort service (i.e. avoid packets discard due to overflow) but fails to achieve the promised service quality.
Observation 5 [bookmark: _Ref54281454]Legacy flow control achieves congestion mitigation at the cost of service quality. 
The risk of congestion can be mitigated by data rate coordination between ingress and egress links. One of the methods, flow control, is to reduce the ingress data rate so as to match the smaller egress data rate; the other method, termed as resource re-allocation, is to allocate more resources to support the expected egress data rate required by the ingress link.
Considering the radio resources can be shared between BH links, it is feasible to reduce the redundant radio resources for some BH links while reallocate these radio resources to the egress BH link requiring more resources. In such a way, the egress data rate can be increased, which can resolve the congestion and meanwhile enhance spectrum efficiency.
Observation 6 [bookmark: _Ref46244612]Congestion risk can be mitigated by the resource re-allocation mechanism across hops without sacrificing spectrum efficiency. 
Geared toward the alleviation of buffer overflow while ensuring the spectrum efficiency, enhancements on resource re-allocation should be considered. 
[bookmark: _Ref46244637]RAN2 to support enhancements on radio resource re-allocation across hops for congestion resolution.
2.3. Handling of local re-routing
Local re-routing is proposed as one of the means to mitigate the short-term congestion of one path with heavy traffic load. With this solution, an IAB-node can autonomously off-load the traffic, even without any prior knowledge of the target path’s status, from the configured path to a backup path (target path). This would possibly cause a ping-pong effect between the configured and target paths, as the off-loaded traffic might be beyond the available capacity of the target path and result in another round of local congestion over target path.
To avoid this phenomenon, both centralized and localized control management can be used to handle local re-routing:
Option 1: Centralized control management: The IAB-donor-CU still dominates the ordinary IAB-nodes. The routing configuration would be updated constantly based on the received capacity/load information of local links from IAB-nodes. And the routing configuration sent by IAB-donor-CU should be invariably performed by the whole topology network (the only exception is the RLF case). 
Option 2: Localized control management: The selection of re-routed target path is determined by the IAB-node itself with some assistance information. The available capacity information of the whole target path is conveyed to the IAB-node by the downstream/upstream IAB-nodes, upon the reception of the assistance information, the IAB-node could take the received available capacity information of the whole path together with its own link status into account, and to further choose the appropriate path for local re-routing. 
[bookmark: _Ref61534404]RAN2 to consider the following two options to handle local re-routing:
a. [bookmark: _Ref61534428]Option 1: Centralized control management initiated by IAB-donor-CU.
b. [bookmark: _Ref61534430]Option 2: Localized control management initiated by IAB-node.
Option 1 enables the centralized control management of the whole topology network. If the IAB-donor-CU is able to obtain the knowledge of local congestion conditions, it can proactively update the routing configuration based on the global view of the topology. In this manner, the IAB-donor-CU still plays the centralized role for routing management, and the routing behaviors within the same topology can be well-controlled. However, the downsides of option 1 is that it is time-consuming to collect topology information, and to signal the updated routing configuration to IAB-nodes based on the collected information.  
By contrast, option 2 provides more flexibility to IAB-nodes. An IAB-node can adjust the local re-routing strategy quickly upon the reception of the assistance information from downstream/upstream IAB-nodes over the backup paths. Since the IAB-node cannot obtain the global view of the whole topology network as the IAB-donor-CU does (option 1), it might not be able to always choose the optimal re-routing path for traffic off-load. Clearly, the flexibility is at the cost of optimality.
In practice, there are use cases for both options. For instance, Option 1 may be preferred in a complex topology network where the centralized management is desirable. And in case a simpler IAB network topology is deployed, option 2 might become the preference as the autonomous decisions made by local IAB-nodes would not pose too much of a problem to the network capacity management.
[bookmark: _Ref61534417]Both centralized and localized control management are supported in IAB network for the handle of local re-routing.
2.4. RLF handling
In Rel-16, 4 types of BH RLF indications were discussed to handle BH RLF:
· Type 1 – “Plain” notification: Indication that BH link RLF is detected by the child IAB-node.
· Type 2 – “Trying to recover”: Indication that BH link RLF is detected, and the child IAB-node is attempting to recover from it. 
· Type 3 – “BH link recovered”: Indication that the BH link successfully recovers from RLF.
· Type 4 – “Recovery failure”: Indication that the BH link RLF recovery failure occurs. 
Only Type 4, i.e. RLF recovery failure indication was agreed. 
issue 4: service interruption might be considerable in case of BH RLF
Note that the service interruption might be considerable in case of BH RLF, and one of the WI objectivities for Rel-17 IAB is to reduce service interruption due to IAB-node migration and BH RLF recovery. We believe the support for some additional BH RLF indications can be considered as a means of reducing interruption reduction.
Type 2 indication implies the RLF detection over backhaul links, and could be used as an alert of RLF recovery failure risk. It allows the child node to take precautions against the potential performance degradation at the parent node, such as the searching for an alternative parent node, which could presumably facilitate the re-establishment process upon receiving Type 4 indication. Type 3 message indicates the successful recovery of the RLF link; therefore the child node can resume the normal transmissions once it receives this indication. From our perspective, both Type 2 and Type 3 RLF indications are useful for the IAB network, therefore should be supported.
Observation 7 [bookmark: _Ref46333112]Type 2 RLF indication allows the child node to take precautions against the potential performance degradation at the parent node, such as the searching for an alternative parent node.
Observation 8 [bookmark: _Ref46333125]Type 3 RLF indication informs the child node that the parent has recovered from the RLF and the child node can resume the normal transmissions.
[bookmark: _Ref46333148]Type 2 and type 3 RLF indications should be supported.
During the RLF recovery procedure, an IAB-node is not supposed to select upstream IAB-nodes that have already triggered BH RLF indication. Take Figure 4 for an example, assume that the IAB-node 1 declares RLF recovery failure on the BH link 1, so it will send the Type 4 indication to IAB-node 2 as there is no redundant connection to IAB-donor-CU. Upon reception of the BH RLF indication message from IAB-node 1, IAB-node 2 might try to establish another backhaul link to a new parent IAB-node aside from IAB-node 1. If IAB-node 2 fails to find a suitable parent IAB-node, it shall announce the RLF recovery failure over BH link 2 and send the Type 4 indication to IAB-node 3. Similarly, IAB-node 3 might try to perform parent node selection once it receives the message from IAB-node 2. In this case, both IAB-node 1 and 2 should not be considered as candidate parent IAB-nodes. However, IAB-node 3 is only aware of that its parent node (IAB-node 2) suffered from RLF, the possibility that IAB-node 3 chooses IAB-node 1 is not excluded. If the information (such as node ID, PCI etc.) of the ancestor IAB nodes suffered from RLF recovery, i.e., IAB-node 1 and IAB-node 2, is propagated to the downstream nodes, the assistance information can help the child IAB-node 3 select an appropriate parent node. This could be important to reduce the service interruption due to improper parent IAB-node selection.


[bookmark: _Ref31815629]Figure 4 Illustration for parent node selection in RLF scenario
In practice, an IAB-node suffering RLF (IAB-node 1) may block the access of other IAB-nodes by not broadcasting iab-support in SIB1. However, it may take a long time for an IAB-node to decode the SIB1 of the subordinate cells of IAB-node 1, as the periodicity of SIB1 is 160 ms. In contrast, if the cell information (such as PCI) of IAB-node 1 is carried in BAP message, the access IAB-node does not need to decode the SIB1 while perform cell-selection. In this way, the access IAB-node can exclude the cells indicated in the BAP message as candidate cells. The PCI information can be implicitly obtained via PSS and SSS signals, which is more time-efficient as this process is prior to SIB1 decoding. 
Observation 9 [bookmark: _Ref54281567][bookmark: _Ref46333134]Even when an ancestor IAB-node stop broadcasting iab-support in SIB1, excluding the ancestor IAB-node suffering RLF by an IAB node may still take a long time as SIB1 is of a periodicity of 160 ms.
Observation 10 [bookmark: _Ref54281586]The cell information of an ancestor IAB node suffering RLF can help an IAB node quickly identify the ancestor IAB node suffering RLF.
[bookmark: _Ref46333157]RAN2 to discuss if the cell information (such as PCI) of the IAB nodes suffering RLF should be propagated to the downstream nodes.
2.5. QoS control 
One of the objectives in the WID is to study/improve the topology-wide fairness for IAB network. In our understanding, a fairness policy that can be applied to all situations is impractical and the choice of the policy should be left to implementation instead. We believe that with smart fairness policies selected by operators/vendors, the network is able to balance the users’ experience under the premise that the QoS management is achieved. 
One of the essential aspects for QoS management is rate control. The parameter prioritisedBitRate is configured for each BH RLC channel. This parameter can be used to control the total prioritized data rate that expected by the UE DRBs mapped onto the BH RLC channel with the required QoS.
When the IAB-donor-CU multiplexes a DRB onto or removes a DRB from the BH RLC channel, the CU can simply reconfigure prioritisedBitRate of the BH RLC channel accordingly. Potentially, this parameter can use for both uplink BH RLC channel and DL BH RLC channel with minor standardization effort. 
[bookmark: _Ref54281730]RAN2 to consider extending the prioritisedBitRate usage for the rate control between BH RLC channels of one BH link and across BH links.
The other aspect of QoS management is latency control. Different BAP PDUs may experience different number of hops, including the transmission over Uu interface. Moreover, different hops may experience different transmission delays depending on various factors (such as numerology, radio quality, traffic load, scheduling scheme) among hops. 
A packet failed to arrive at the destination IAB-node or UE shall be discarded, or, alternatively shall be prioritized for transmission so that the latency can be fulfilled. Currently the intermediate IAB-nodes are not informed of the experienced latency of the packet during transmission, this issue was also identified as IL-1 in the offline email discussion [5] and gained a significant support. Next, we will discuss the solution in detail.
Firstly, we need to consider what should be carried in IAB network. There are two options on the table:
a) To indicate the overall PDB/hops per BAP packet;
b) To indicate the remaining PDB/hops per BAP packet.
There is no difference between option a) and option b) if the latency is quantified on the basis of hop. Typically, the maximum hops in an end-to-end transmission of the IAB topology network is less than 5. Hence, an overall of 3 bits should be enough to indicate the total/remaining hops, both option a) and option b) are acceptable.
However, the number of hops cannot accurately reflect the real latency information of the transmitted packet. In case the packet is delay-sensitive, we can indicate the value of overall/remaining PDB in the header of BAP PDU. If PDB is used to reflect the latency status of the packet, option b) is superior to option a) for two reasons. Firstly, the overall PDB would generally occupy more bits than the remaining PDB, in which case the latter option is more resource-efficient. Secondly, the intermediate IAB-node can directly consider the value of remaining PDB as one of the potential factors to determine whether the transmission of the packet should be given priority among all to-be-transmitted packets, but the value of the overall PDB is not that straight-forward to the intermediate IAB-nodes.
In view of the above discussion, no matter what kind of unit the latency information adopts, the indication of the remaining PDB/hops per BAP packet (option b) is the most suitable option. Nevertheless, the specific information shat carried in IAB network can be further discussed, we may need to first agree that:
[bookmark: _Ref54281737]RAN2 to support per packet latency indication in IAB network.
To enable the prioritization for scheduling with respect to latency, the latency related information should be indicated in the header of the PDU. In an IAB topology network, packets are routed between IAB-donor-CU and UE, traversing one or more intermediate IAB-node(s). An intermediate IAB-node is able to decode the received packet up to the level of BAP sublayer. Thus the latency of a packet could possibly be indicated in the header of BAP or RLC or MAC PDU. 
One of the functionalities of BAP sublayer is to perform routing selection (including the selection of both BAP Path and BH RLC Channel), which in our understanding, is closely associated with scheduling strategy. For example, an intermediate IAB-node can preferentially transmit the packets with fewer PDB/hops by selecting a more appropriate BAP Path ID and BH RLC channel ID, to ensure the packets arrive on time. If the latency indicator is placed in the head of a BAP PDU, it should be much simpler and straight-forward compared to other options (RLC PDU or MAC PDU) as no inter-layer interaction is required. Consequently, we propose:
[bookmark: _Ref61448756][bookmark: _Ref61534036]The latency indicator should be placed in the header of BAP PDU.
3. Conclusion
The observations and proposals are the following:
Observation 1	If event-triggered FC is configured, the feedback can be triggered frequently once the buffer load of the IAB-node is above the pre-configured threshold for a period of time, as there is no restriction to avoid intensive feedbacks caused by buffer fluctuations.
Observation 2	According to TS 38.340, once the FC feedback is triggered, the buffer status of all BH RLC CHs or routing IDs are reported.
Observation 3	The size of FC feedback can be very large as the number of report fields is proportional to the number of configured BH RLC CHs and/or routing IDs.
Observation 4	Congestion risk is the product of a mismatch between ingress and egress data rate, which is essentially caused by improper resource allocation.
Observation 5	Legacy flow control achieves congestion mitigation at the cost of service quality.
Observation 6	Congestion risk can be mitigated by the resource re-allocation mechanism across hops without sacrificing spectrum efficiency.
Observation 7	Type 2 RLF indication allows the child node to take precautions against the potential performance degradation at the parent node, such as the searching for an alternative parent node.
Observation 8	Type 3 RLF indication informs the child node that the parent has recovered from the RLF and the child node can resume the normal transmissions.
Observation 9	Even when an ancestor IAB-node stop broadcasting iab-support in SIB1, excluding the ancestor IAB-node suffering RLF by an IAB node may still take a long time as SIB1 is of a periodicity of 160 ms.
Observation 10	The cell information of an ancestor IAB node suffering RLF can help an IAB node quickly identify the ancestor IAB node suffering RLF.
Proposal 1	RAN2 to support enhancements to avoid intensive feedbacks of event-triggered flow control scheme.
Proposal 2	For DL Hop by Hop FC, RAN2 consider enhancements to reduce the FC feedback message size.
[bookmark: _GoBack]Proposal 3	RAN2 to support enhancements on radio resource re-allocation across hops for congestion resolution.
Proposal 4	RAN2 to consider the following two options to handle local re-routing:
a. Option 1: Centralized control management initiated by IAB-donor-CU.
b. Option 2: Localized control management initiated by IAB-node.
Proposal 5	Both centralized and localized control management are supported in IAB network for the handle of local re-routing.
Proposal 6	Type 2 and type 3 RLF indications should be supported.
Proposal 7	RAN2 to discuss if the cell information (such as PCI) of the IAB nodes suffering RLF should be propagated to the downstream nodes.
Proposal 8	RAN2 to consider extending the prioritisedBitRate usage for the rate control between BH RLC channels of one BH link and across BH links.
Proposal 9	RAN2 to support per packet latency indication in IAB 
Proposal 10	The latency indicator should be placed in the header of BAP PDU.
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