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Introduction
During email discussion [Post112-e][066][eIAB] “Topology adaptation enhancement” [1], CHO, RLF indication and local rerouting was discussed with high priority. In this contribution, we continue discuss the opens regarding to above three topics.
Moreover, as agreed in RAN2 #112e meeting, following issues to topology adaptation is considered to be enhanced:
	· Consider enhancements to topology adaptation that improve: 
· Robustness, e.g., to rapid shadowing, 
· service-interruption, 
· load balancing among different IAB-nodes, IAB-donor-DUs and IAB-donor-CUs, and 
· reduction in signaling load.


Other than CHO, RLF indication and local rerouting, which have been discussed over email discussion, there are still other solutions can be used for topology adaptation enhancement. 
Poor channel link quality or rapid shadowing between two IAB nodes may lead to frequent topology adaptation. Service interruption can happen frequently. In order to reduce the frequency of topology adaptation occurrence, as well as improve the robustness of the IAB network topology, a robust topology establishment enhancement is discussed in this contribution as well. This enhancement takes the efficiency of the resulting topology into account, so that the formed IAB network topology can reduce the frequency of topology migration, and hence improve the robustness and reduce service interruption caused by topology adaptation.
In this contribution, we discussed following points:
1) Conditions of triggering local rerouting and local rerouting behavior/rules/updates to IAB donor CU;
2) Behavior of IAB nodes receiving RLF indication;
3) CHO resource reservation, execution condition, etc;
4) Topology establishment enhancement for topology robustness and service interruption reduction.
Discussion
Local Rerouting
Local IAB nodes can make faster decision of routing path changing comparing to centralized rerouting which require measurement report from local nodes and send routing paths update accordingly. 
IAB nodes can be attached to two parents, enabling multiple paths from a donor to an access IAB node. However, there are limitations in how the multiple paths can be used in Rel-16. See the following from TS 38.300, section 6.11.3 [2]:
The IAB-node can receive multiple routing configurations with the same destination BAP address but different BAP path IDs. These routing configurations may resolve to the same or different egress BH links. In case the BH link has RLF, the IAB-node may select another BH link based on routing entries with the same destination BAP address, i.e., by disregarding the BAP path ID. In this manner, a packet can be delivered via an alternative path in case the indicated path is not available.
According to above context, data transmission in upstream or downstream can normally use only one path even if multiple paths are configured. The only situation where an alternate path can be used for the radio bearer is when the primary path is unavailable due to an RLF. However, in Rel-17, more complicated scenarios of topology migration may take place, such as a long-term congestion, unbalanced load among BH RLF channels, latency, link condition, etc. 
During long-term DL congestion, as discussed in the companion contribution [3], large number of packets will drop at the congested IAB node. Although flow control feedback can be triggered when the buffer load exceeding a certain level, regardless the chained DL congestion, reducing the data volume in downstream can only be eased after a long time. In this situation, if local rerouting is supported at the congested IAB node, it can split data or reroute some BH RLC channels to an alternative path with the same destination BAP address, as well as reporting flow control feedback to its parent nodes if it’s still exceed the threshold. Moreover, in order to avoid continuous packet-drop impact to the child nodes of the congested IAB node, local rerouting is also considered to be supported for such child nodes. In this case, they can select another BH links based on routing entries with the same destination BAP address and continue the connection.
Proposal 1: [bookmark: _Ref61598944]Local rerouting is supported when IAB node is experiencing long-term congestion.
Proposal 2: [bookmark: _Ref61599019]Local rerouting is supported at child node(s) of the long-term congested IAB node.
Another example is local rerouting due to longer latency scheduling, where end-user experience cannot be met. In the companion contribution [3], hop count of the routing path is proposed to be included in the BAP header. With such information, each IAB node in the routing path has the knowledge of end-to-end hop number of each packet. Considering the IAB topology may get changed due to various reasons, so does the routing table configuration. It is possible that there’s a less-hop BH link when packets arrive at the intermediate IAB node. By comparing hop number of original BH link and target BH link, intermediate IAB node can select another BH link via local rerouting.
Proposal 3: [bookmark: _Ref61599070]Local rerouting is supported based on latency.
As specified in Rel-16, an alternative routing path can be configured by IAB donor CU with the same destination BAP address but different BAP path IDs. Similar as Rel-16 local rerouting for RLF, completely moving data from one path to another routing path is supported for above discussed conditions.
Another way of utilizing the local rerouting is to reroute certain BH RLC channels/UE bearers to the other configured BH link. Both configured BH links are used for data transmission and reception towards the same IAB node. 
Consider the IAB networks shown in Figure 1. In upstream, the link conditions of “IAB node 1 – IAB node 3” and “IAB node 2 – IAB node 3” is different and separately change according to its environment, such as rapid fading, etc. Based on the channel condition changes, upstream traffic from IAB node 3 can separate different ratio between IAB node 1 and IAB node 2. For example, when the channel quality between IAB node 1 and IAB node 3 is good, IAB node 3 can allocate larger portion of the upstream data to IAB node 1, i.e. rerouting certain UE bearers or BH RLC channels from IAB node 2 to IAB node 1. Same local rerouting to the downstream data towards the same destination BAP address (IAB node 3) can also be performed at IAB node 0 based on the channel condition of two downstream BH links connecting to IAB node 1 and IAB node 2, respectively.
	

[bookmark: _Ref47382898]Figure 1


Proposal 4: [bookmark: _Ref61599081]Local rerouting is supported based on link conditions of configured BH links.
Although local rerouting can bring benefits in terms of quick response and quick topology adaptation, IAB donor CU still needs to be updated with the changed routing path. It is considered that the IAB node should report the changed path ID to IAB donor CU. 
Proposal 5: [bookmark: _Ref61599093]IAB node with local re-routing reports the updated path ID to IAB donor CU.
Backhaul Radiolink Failure Recovery Enhancement
We first analyze the behavior of IAB node which sends type-2 RLF indication. When there’s a BH link RLF detected and the IAB node is trying to recover, it sends a “trying to recover” indication to its child node. As analyzed in [4], timely recovery depends on the choice of candidate parent nodes. If the IAB node chooses for reestablishment an ancestor node that itself has experienced RLF or has received a recovery failure indication, recovery will fail. Therefore, it is important to ensure that an IAB node does not choose a node that is already isolated when it receives a backhaul failure indication from its parent node. 
Consider the IAB network shown in Figure 2. If the link between the donor and node 1 fails, a backhaul failure indication is sent to node 4 and then to node 6 if node 4 is unable to recover due to not being able to identify an alternate parent node. It is important to ensure that node 6 does not attempt its recovery on node 1; this can lead to significant delays and eventual failure.


[bookmark: _Ref47449371]Figure 2
Observation 1: [bookmark: O4][bookmark: _Ref61599145]Upon receiving a recovery failure indication, an IAB node should not choose for reestablishment, parent nodes or ancestor nodes that have experienced RLF or have received a recovery failure indication.
Below we refer to a node that has experienced RLF or has received a recovery failure indication as a failed node. The following modifications can be considered:
1. A failed IAB node modifies its system information to block access by descendant IAB nodes. While this is needed to prevent new IAB nodes from attaching, it requires descendant nodes which receive the RLF indication to read system information of the failed node. This can unnecessarily delay the recovery procedure.
2. The recovery failure indication also includes information about ancestor nodes (such as PCID) that have failed, so that descendant nodes do not consider such nodes for reestablishment.
The first modification was discussed and proposed over email discussion [1]. However, IAB node may still recover from the RLF after sending type-2 indication. IAB-DU need to modify the system information twice. First time modification is to mute “IAB support” to bar access to new IAB nodes or UEs, second is to modify the system information back to “IAB-support” once RLF is recovered. In this case, type-2 is not efficient since SIB change is quite expensive. It would be good to modify “IAB-support” in SIB when RLF recovery is failed, i.e. after type-4 RLF indication, where a second system information modification can be avoided. The IAB node is able to locally modify system information, as opposed to the IAB node just transmitting the system information blocks provided by the CU.  The second modification in above list is also necessary.  Acknowledging the failed ancestor nodes in RLF indication enables quicker reestablishment since descendant IAB nodes do not need to acquire system information of the failed ancestor nodes. 
Observation 2: [bookmark: _Ref61599159]Trigger deactivation of IAB-supported in SIB by type-2 RLF indication is inefficient.
Proposal 6: [bookmark: P3][bookmark: _Ref61599172] RAN2 should make modifications according to the following to ensure that an IAB node does not choose for reestablishment nodes that have failed:
· A failed IAB node modifies system information locally to bar access to new IAB nodes or UEs after RLF recovery failure; and
· Type-4 indication also includes information about ancestor nodes that have failed.
During email discussion [Post112-e][066][eIAB] “Topology Adaptation”, Type-2 RLF indication in addition to Type-4 indication in Rel-16 was agreed by majority companies in email discussion [1]. In this contribution, we mainly discuss the behavior of the child IAB nodes receiving type-2 RLF indication. 
The benefit of sending type-2 RLF indication is to inform the child node earlier of the experiencing RLF of its parent node, so that it can perform early steps for a possible change of parent nodes. The descendant nodes of IAB node experiencing RLF can perform following behavior after receive type-2 RLF indication. BAP Control PDU can also be used for type-2 RLF indication and a new PDU type for type-2 BH RLF indication should be considered.
· Local Rerouting
If local rerouting is configured at descendant nodes, a new routing path can be selected from the configured routing table.
· CHO
If only CHO is configured at descendant nodes, type-2 RLF indication is treated as the execution condition of CHO. The child IAB node starts to migrate to target IAB nodes after receiving type-2 RLF indication.
· Early measurement 
If both local rerouting and CHO is not configured at descendant nodes, they can perform early measurement of neighbor candidate IAB nodes. Switching to the target IAB node can be executed when they receive Type-4 indication.
Proposal 7: [bookmark: P4][bookmark: _Ref61599185]RAN2 to support local rerouting after receiving type-2 RLF indication.
Proposal 8: [bookmark: _Ref61599198]Execute CHO after receiving type-2 RLF indication.
Proposal 9: [bookmark: _Ref61599208]Early measurement of neighbor candidate IAB nodes is performed after receiving type-2 RLF indication.
Propagation of type-2 RLF indication was discussed over email discussion. Similar to type-4 RLF indication, the spread of type-2 RLF indication should also be limited to one-hop, i.e. from IAB node experiencing RLF to its direct child node. This limit can maintain a relative stable routing configuration and topology.
CHO
During email discussion [Post112-e][066][eIAB] “Topology Adaptation”, it is proposed that RAN2 to first discuss intra-donor CHO until RAN3 has further progress on inter-donor IAB node migration. Intra-donor CHO can then be referred as the baseline for inter-donor CHO as discussed in the email discussion. In this contribution, we will discuss following aspects of intra-donor CHO.
Resource Reservation
During the preparation of CHO candidate target IAB nodes, measurement reports are sent to IAB donor. In CHO for normal UE, resources will be reserved at each candidate IAB node in order to reduce handover delay caused by handover failure. Same resource reservation should be considered in CHO during IAB node migration. 
In Rel-17, we only consider the deployment of fixed IAB nodes in the network. In this case, after the IAB node integration, given the fixed distance between each IAB nodes, the target candidate IAB nodes for CHO of a IAB node is also fixed. When new IAB nodes integrated to the IAB network, it can be added as the new candidate if it meets the condition. Hence, comparing with CHO for normal mobile UE, IAB CHO can avoid frequent candidate IAB node list update at migrating IAB nodes.
Observation 3: [bookmark: _Ref61599225]CHO for IAB-MT has a relative fixed target candidate list, since fixed IAB node is considered in Rel-17.
Since the prepared configuration may exist in each target candidate IAB node for a long time, we consider it as a long-live CHO. Regardless the configurations for legacy UE, CHO for IAB-MT also may to prepare configuration of BAP routing, BH RLC channels and DL mapping on the target path to the candidate IAB-DU by implementation. However, IAB network topology may get changed according to different conditions, such RLF, congestion, fairness, latency, etc. The corresponding BAP routing and related prepared configurations of BH RLC channels also need to be changed and updated to each IAB node which is configured with CHO. This will introduce a massive signaling overhead for BAP configuration updates for this long-live CHO.
Moreover, the candidate target IAB nodes perform admission control based on the measurement reports sent by each IAB node at the early stage of CHO procedure. The channel link quality between IAB node and its candidate target IAB node may get changed which may lead to inaccurate result from admission control. 
Besides, the number of descendant nodes and accessed UEs may also change along with the time. This not only further increases the uncertainty of admission control and resource reservation at candidate IAB nodes, but also further increases exchanges of configuration signaling towards descendant nodes and UEs.
Observation 4: [bookmark: _Ref61599259]Long-live CHO for IAB network leads to 1) signaling overhead of BAP configuration updates due to frequent topology changes; 2) inaccurate admission control and resource reservation at candidate IAB nodes.
Based on above two observations, resource reservation for descendant IAB nodes and UEs is not efficient. In TS38.401 [5], steps 11, 12 are performed for the migrating IAB node’s descendant nodes, as specified in Section 8.2.3.1. New TNL address(es), BAP configurations are then sent to descendant IAB nodes and UEs via RRCReconfiguration messages. It is assumed in RAN3 during R3-109e that all parent-child relations are retained at the new donor. We can also take the same assumption for intra-donor CHO. Compared with complex pre-configuration updates to descendant nodes and UEs during long-live CHO, same procedures as specified in Rel-16 is simple and it can be adopted. In this case, resource reservation for descendant IAB nodes and UEs for CHO is not needed.
Proposal 10: [bookmark: _Ref61599271]Resource for CHO-based preparation only reserved for the migrating IAB node. Descendant nodes and UEs follow the same procedure as IAB intra-CU topology adaptation.
Execution Condition
RLF is one of the main reasons that leads to topology adaptation in IAB network. Hence, other than event A3 and A5 supported for legacy UE, new execution conditions related to RLF should also be considered to improve the robustness of topology adaptation. For the IAB node which is experiencing RLF, after RLF declaration, similar as legacy UE, it can select a suitable IAB node and if the selected IAB node is a CHO candidate and if network configured the IAB-MT to try CHO after RLF, then the IAB-MT attempts CHO execution once, otherwise it performs re-establishment.
Observation 5: [bookmark: _Ref61599281]IAB node experiencing RLF attempts CHO execution if the selected cell is a CHO candidate.
As for descendant IAB nodes, both type-2 and type-4 RLF indication as new CHO execution condition was raised during email discussion. 
Since type-2 RLF indication is sent earlier than type-4, descendant nodes and UEs can perform CHO execution right after RLF of its parent nodes. The connection can be resumed within a short time and the service interruption caused by can be minimized. However, the descendant nodes and UEs do not need to perform migration if their parent node is recovered from RLF. IAB topology may be changed due to unnecessary reasons. Type-4 RLF indication can avoid such resource waste and migration. In summary, type-2 RLF indication can provide minimum service interruption, while type-4 RLF indication can avoid unnecessary topology changes. There’s no strong/obvious advantage from one indication to another.
Proposal 11: [bookmark: _Ref61599292]RAN2 to discuss type-2 and/or type-4 RLF indication as CHO execution condition.
Topology Establishment
Improve robustness of IAB network topology and reduce service interruption are agreed as part of the topology adaptation enhancement. No matter what kind of enhancement is considered, it is hard to achieve 0ms service interruption during migration between two IAB nodes. However, if we can reduce the frequency/occurrence of topology adaption and maintain a relative stable IAB network topology, the service interruption can thus be reduced.
Moreover, IAB networks are setup to improve capacity and coverage for UEs. It is important to establish an efficient topology when an IAB network is setup. Additionally, IAB nodes will be incrementally added after some initial nodes are deployed. It is important to reorganize the network to make the topology efficient as new nodes are added. While such initial setup and reorganization may not be frequent, it is critical to ensure that the resulting topology at the end of the initial setup or reorganization is as efficient as possible. 
As discussed in [4], IAB nodes can be integrated into the network (referred to as IAB node “activation” below) in different sequences within the same area. Even if all IAB nodes are to be activated at about the same time, which is less likely to happen, the completion of the node integration phases will take different durations for different IAB nodes. There will be variations in the amount of time taken due to the number of hops and signal conditions. Given that UEs/MTs can attach to the IAB node upon completion of the IAB DU setup, the differences in the durations to complete the integration procedure at different IAB nodes can result in:
· IAB nodes selecting sub-optimal parents, and
· UEs selecting sub-optimal parents.
Sub-optimal parents may lower capacity of the IAB network. More importantly, local rerouting or topology adaptation may take place in a short time after an IAB node activated, due to poor channel condition, congestion, RLF, etc. It is important for IAB nodes and UEs to select an optimal parent during topology establishment, so that local rerouting, topology adaptation can be reduced.
Observation 6: [bookmark: _Ref61599303]Topology establishment enhancement can help to reduce occurrence of local rerouting and topology adaptation, hence reduce service interruption and improve topology robustness.
We analyze the extent of the sub-optimal parent selection in simulations described below. 
First we study IAB node integration and resulting topology under different assumptions. One IAB donor with three sectors is considered. N IAB nodes are randomly dropped per sector (N = 3 and N = 5 are considered). To understand how the order in which IAB nodes are activated affects the topology, we compare the following two activation schemes:
· Randomly chosen sequencing: the IAB nodes are activated in a randomly chosen order, while ensuring that there are no cycles in the network.
· The IAB nodes are activated in an “Ideal” sequence
The ideal sequencing tries to ensure that IAB nodes are activated in the order of links with best RSRP. This results in each node attaching to a parent with the best RSRP thereby avoiding further topology changes immediately after the nodes are activated. Note that the ideal sequencing cannot be implemented in practice as the RSRP measurements made by the IAB nodes are not available to the network to make activation decisions. The “Ideal” sequencing procedure is implemented in simulations as described below:
· The set of potential parents P initially consists of the IAB donor only.
· While there are IAB nodes to be activated:
· From the set of un-activated IAB nodes, select the IAB node N with the strongest signal to a potential parent Pi in P, make Pi the parent node of N, and activate N
· Add N to P
Additional simulation assumptions are listed in the appendix (for example, donor and IAB node transmit powers, path-loss models, etc). Figure 3 shows the topology resulting from activating the nodes in one randomly chosen sequence in a random placement of IAB nodes with 3 IAB nodes per sector. The sequence of activation of IAB nodes is [2, 7, 3, 6, 9, 8, 4, 5, 1]. Figure 4 shows the topology for the same IAB node placement with the “Ideal” activation sequence. 
	[image: ]
[bookmark: _Ref19813542]Figure 3: Topology for one drop (LoS) with 3 IAB nodes per sector using node activation sequence: [2, 7, 3, 6, 9, 8, 4, 5, 1] 
	[image: ]
[bookmark: _Ref19814969]Figure 4: Topology for same drop as Figure 3 using “Ideal” sequence of node activation. 

	
	


Similarly, Figure 5and Figure 6 show the resulting topology for 5 IAB nodes per sector with random placement with activation according to a chosen sequence and for the ideal activation sequence respectively. The sequence of activation of IAB nodes for the scenario in Figure 5 is [14, 5, 3, 10, 13, 9, 15, 2, 8, 11, 6, 1, 4, 12, 7].
	[image: ]
[bookmark: _Ref19894142][bookmark: _Ref19894125]Figure 5: Topology for one drop (LoS) with 5 IAB nodes per sector using node activation sequence: [14, 5, 3, 10, 13, 9, 15, 2, 8, 11, 6, 1, 4, 12, 7]
	[image: ]
[bookmark: _Ref20062809]Figure 6: Topology for same drop as Figure 4 using “Ideal” sequence of node activation.



[bookmark: _GoBack]The topologies of Figure 3 and above are not efficient. The nodes are not attached to the best candidate parents resulting in sub-optimal performance (due to interference, low throughput, unnecessary latency etc). The network would need to change the topology shortly after the node integration procedure. 
In order to change the topology, the network needs to perform handovers of the IAB nodes. The changes to the topology can be quite large:
· To go from the topology in Figure 3 to the topology in Figure 4, 4 of the 9 IAB nodes (2, 4, 6, 9) have to change parents.
· To go from the topology in Figure 5 to the topology in Figure 6, 10 of the 15 IAB nodes (2, 4, 5, 7, 8, 9, 10, 13, 14, 15) have to change parents. 
The examples of Figure 3-6 assume that all links are strictly LoS. If the links can be NLoS, the resulting topology can be still more problematic. Figure 7 and Figure 8 show information about the number of links (referred to as “edges” of the graph representing the topology) in the network that are different for the topology resulting from random sequencing and the topology resulting from ideal sequencing.
The links are assumed to be LoS or NLoS (according to the path loss model in 38.300 – see appendix for details). This information is shown as a distribution. That is, for example, the probability of 6 links being different for the 3 IAB node per sector case (Figure 7) is more than ~0.23; the probability of 5 links being different is ~0.18. 
	[image: ]
[bookmark: _Ref20322692]Figure 7: Distribution of the number of links that are different between random sequencing of IAB node activation and Ideal sequencing of IAB node activation for 3 IAB nodes per sector
	[image: ]
[bookmark: _Ref20322704]Figure 8: Distribution of the number of links that are different between random sequencing of IAB node activation and Ideal sequencing of IAB node activation for 5 IAB nodes per sector


 
Overall Figure 7 and Figure 8 emphasize that the topology resulting from the random selection can be very different from the ideal sequencing.
Observation 7: [bookmark: O1][bookmark: _Ref61599313]The resulting topology after node integration is highly dependent on the chosen sequence for activation of IAB nodes. The resulting topology can be inefficient and the network may need to change the topology shortly after the node integration procedure due to poor channel condition (BH RLF), which increases service interruption possibility caused by topology adaptation.
Furthermore, in order to go from a topology such as the one in Figure 3 or Figure 5 to the corresponding one in Figure 4 or Figure 6, the network has to perform very specific sequences of handovers. Determining the sequence of handovers is non-trivial. For example, considering nodes 2, 4 and 5 in Figure 5 and Figure 6, the network has to first handover node 4 (along with any UEs attached) to the IAB donor; following that the network has to handover node 2 from node 5 to node 4; finally the network has to handover node 5 from the donor to node 2. These handovers are atypical. The handover of node 4 is to a node with worse radio conditions than its current parent (node 2). The handover of node 2 from 5 to 4 reverses the parent child relationship between node 4 and node 2. Managing the complexity of such sequences of handovers can be very challenging as the number of nodes and UEs increases.
Observation 8: [bookmark: O2][bookmark: _Ref61599326]To reorganize an inefficient topology towards a more efficient topology, the network needs to perform handovers in very specific sequences. Determining the sequences of such handovers is non-trivial and managing the complexity of such sequences of handovers can be challenging.  
Thus, to avoid having to perform large topology reorganization of the network upon the node integration procedure, it is beneficial to ensure that the parent selection process yields a reasonable topology. 
Observation 9: [bookmark: O3][bookmark: _Ref61599336]An efficient topology establishment can significantly reduce the burden of topology adaptation and optimization for network operators, while reducing service interruption. 
While the ideal sequencing described above cannot be implemented in practice, something close to it can be achieved by using RSRP thresholds for IAB node parent selection. The IAB donor and the activated IAB nodes broadcast an RSRP threshold and un-activated IAB nodes attach to the best candidate parent as long as the measured RSRP is above the threshold, and are integrated into the network. The threshold is successively reduced until all IAB nodes are activated. Such a mechanism can achieve results similar to the Ideal sequencing shown in Figure 4 and Figure 6 (with the result approaching the ideal sequencing as step size of the threshold reduction gets smaller).
Proposal 12: [bookmark: P1][bookmark: _Ref61599346]IAB node selects another IAB node or an IAB donor as a parent only if the RSRP of the IAB node or IAB donor exceeds a threshold (which is provided in system information). The threshold is successively decreased in steps to allow all IAB nodes to integrate into the network.
Conclusion
In this contribution, we analyzed the rules of utilizing local rerouting, i.e. local rerouting is supported for long-term congestion, latency, channel link condition, etc. Then, we analyzed the benefit of “deactivation IAB-supported in SIB” by type-4 RLF indication over type-2 RLF indication. We also discussed that other than sending the bar access from the system information, information about failed ancestor nodes should also be included in the RLF indication. Moreover, IAB node receiving type-2 RLF indication can perform 1) local rerouting, 2) CHO and 3) early measurement. CHO is then discussed regarding to the aspects of resource reservation and execution conditions. In the end, in order to further improve the robustness of IAB topology, an efficient topology establishment enhancement is proposed.
The following are our observations and proposals:
Proposal 1: Local rerouting is supported when IAB node is experiencing long-term congestion.
Proposal 2: Local rerouting is supported at child node(s) of the long-term congested IAB node.
Proposal 3: Local rerouting is supported based on latency.
Proposal 4: Local rerouting is supported based on link conditions of configured BH links.
Proposal 5: IAB node with local re-routing reports the updated path ID to IAB donor CU.
Observation 1: Upon receiving a recovery failure indication, an IAB node should not choose for reestablishment, parent nodes or ancestor nodes that have experienced RLF or have received a recovery failure indication.
Observation 2: Trigger deactivation of IAB-supported in SIB by type-2 RLF indication is inefficient.
Proposal 6: RAN2 should make modifications according to the following to ensure that an IAB node does not choose for reestablishment nodes that have failed:
· A failed IAB node modifies system information locally to bar access to new IAB nodes or UEs after RLF recovery failure; and
· Type-4 indication also includes information about ancestor nodes that have failed.
Proposal 7: RAN2 to support local rerouting after receiving type-2 RLF indication.
Proposal 8: Execute CHO after receiving type-2 RLF indication.
Proposal 9: Early measurement of neighbor candidate IAB nodes is performed after receiving type-2 RLF indication.
Observation 3: CHO for IAB-MT has a relative fixed target candidate list, since fixed IAB node is considered in Rel-17.
Observation 4: Long-live CHO for IAB network leads to 1) signaling overhead of BAP configuration updates due to frequent topology changes; 2) inaccurate admission control and resource reservation at candidate IAB nodes.
Proposal 10: Resource for CHO-based preparation only reserved for the migrating IAB node. Descendant nodes and UEs follow the same procedure as IAB intra-CU topology adaptation.
Observation 5: IAB node experiencing RLF attempts CHO execution if the selected cell is a CHO candidate.
Proposal 11: RAN2 to discuss type-2 and/or type-4 RLF indication as CHO execution condition.
Observation 6: Topology establishment enhancement can help to reduce occurrence of local rerouting and topology adaptation, hence reduce service interruption and improve topology robustness.
Observation 7: The resulting topology after node integration is highly dependent on the chosen sequence for activation of IAB nodes. The resulting topology can be inefficient and the network may need to change the topology shortly after the node integration procedure due to poor channel condition (BH RLF), which increases service interruption possibility caused by topology adaptation.
Observation 8: To reorganize an inefficient topology towards a more efficient topology, the network needs to perform handovers in very specific sequences. Determining the sequences of such handovers is non-trivial and managing the complexity of such sequences of handovers can be challenging.
Observation 9: An efficient topology establishment can significantly reduce the burden of topology adaptation and optimization for network operators, while reducing service interruption.
Proposal 12: IAB node selects another IAB node or an IAB donor as a parent only if the RSRP of the IAB node or IAB donor exceeds a threshold (which is provided in system information). The threshold is successively decreased in steps to allow all IAB nodes to integrate into the network.
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Appendix
Table: Simulation Assumptions
	Parameter
	Value

	Layout
	Heterogeneous scenario, two layer: 
Macro layer: Hex. Grid, 1 site, 3 sectors
Micro layer: random drop, 3 micro BSs per macro sector

	Inter-BS distance
	500 m

	Min distance
		Minimum distance between Micro TRPs
	10m

	Minimum distance between Macro TRP and UE
	35m

	Minimum distance between Micro TRP and UE
	10m

	Minimum distance between Micro TRPs and Macro TRP
	40 m




	Large scale channel parameters	
	Above 6GHz:
- Macro-to-UE: 5GCM UMa
- Micro-to-UE: UMi-Street canyon
- Macro-to-Macro: 5GCM UMa (hUE =25m)
- Macro-to-Micro: 5GCM UMa (hUE =10m)
- Micro-to-Micro: UMi-Street canyon (hUE =10m)
According to 3GPP TR 38.900 Table 7.4.1-1

	BS Tx power
	Macro layer: 40 dBm
Micro layer: 33 dBm

	# random drops
	500
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