


[bookmark: OLE_LINK34][bookmark: OLE_LINK33][bookmark: OLE_LINK12][bookmark: OLE_LINK13]3GPP TSG-RAN WG2 Meeting #113 E-meeting                           R2-2100328
Online, January 25th–February 5th 2021                     Revision of R2-2009062

Source:          ZTE Corporation, Sanechips, China Southern Power Grid Co., Ltd
[bookmark: OLE_LINK19]Title:             Further considerations on new QoS  
Agenda item:     8.5.4
Document for:    Discussion and Decision

Introduction
The new WID of NR Industrial Internet of Things (IoT) and URLLC support was approved in RAN#86 and revised in RAN#88e [1]. In which, the following objective is included:
	...
5. RAN enhancements based on new QoS related parameters if any, e.g. survival time, decided from SA2. [RAN2, RAN3] 


[bookmark: OLE_LINK7]In Rel-16, there were some discussion on the survival time parameter in RAN2#105bis. The following agreements have been made:
	· [bookmark: OLE_LINK3]RAN2 think that knowledge of survival time is beneficial to gNB. FFS whether there would be any impact to AS specifications to make use of this, and such discussions would have lower priority, as it is not explicitly a WI objective. There are also concerns that QoS framework may be impacted due to survival time being provided explicitly. 


[bookmark: OLE_LINK15]Based on the Report of 3GPP TSG RAN2#112-e [2], the following agreements on reference timing delivery have been achieved:
	· [bookmark: OLE_LINK39]Time period during which “message loss” can be tolerated is adopted as the preferred format for Survival time. FFS how this will be achieved and what message loss means in RAN2


In this contribution, we will mainly discuss the potential RAN2 impacts of the new QoS related parameters that has been introduced in SA2 spec, e.g., survival time, and some other parameters under discussion, e.g., communication service availability target and burst spread. Then we’ll give our proposals.
[bookmark: OLE_LINK44][bookmark: OLE_LINK14]Discussion
Survival time
1.1.1 [bookmark: OLE_LINK4]Provision of survival time 
[bookmark: OLE_LINK31]In RAN2#112 e-meeting, RAN2 has agreed that “Time period during which “message loss” can be tolerated is adopted as the preferred format for Survival time” and told this preference to SA2. In the later SA2 meeting, SA2 made new agreement on the definition of survival time as follows [4]:
	[bookmark: _Toc50536662][bookmark: _Toc54930441][bookmark: _Toc54968246][bookmark: _Toc57236568][bookmark: _Toc57236731][bookmark: _Toc57530372][bookmark: _Toc57532573]TR 23.700-20 V1.3.0
8.4	Key Issue #5: Use of Survival Time for Deterministic Applications in 5GS
Principles for the normative work:
-	Survival Time is transferred as part of the TSCAI parameter but the TSCAI may not always comprise of Survival time.
-	Survival Time information is specified by the AF in units of "time" with respect to burst periodicity or as the maximum number of consecutive message transmission failures (i.e. whose loss can be tolerated).


[bookmark: OLE_LINK32]
Considering that there are uplink and downlink data transmission in most of applications, we assume higher layer survival time parameter exists in both uplink and downlink communication services. Then when survival time is introduced into RAN side, we also needs to distinguish between uplink and downlink. 
In uplink transmission, UE can be seen as the sender and gNB can be seen as receiver. It may be more straightforward to let sender (UE) measure loss or failure on packet transmission and perform survival time counting. But it’s still possible for receiver (gNB) to perform this thing since receiver also can identify the failure on packet transmission based on the knowledge of granted resources. However, as there may be several different types (periodic or aperiodic, deterministic or non-deterministic) services sent on UE side and gNB may not be able to map the received packets to the granted resources, the gNB may not be able to accurately start or stop survival time counting. Therefore, we suggest for UL transmission, to let sender (UE) measure loss or failure on packet transmission and perform survival time counting.
[bookmark: OLE_LINK18][bookmark: OLE_LINK21][bookmark: OLE_LINK24]Proposal 1: It is suggested to let UE to measure loss or failure on uplink packet transmission and perform survival time counting.
If Proposal 1 can be agreed, the UE should also know the higher layer requirement of survival time. Based on the current agreements, the higher layer parameter survival time can only be notified to gNB via TSCAI. Then we need to discuss how to notify this parameter to the UE. 
One option may be to use NAS-PDU in NAS signaling to directly transfer this survival time information from core network to the UE. Another way may be to let gNB forward this parameter to the UE, e.g., via air interface signaling. It looks like the latter way may involve more parameter forwarding. In addition, considering this parameter is mainly used for enhancements on user plane data scheduling, we prefer the former option.
Proposal 1a: It is suggested to introduce a parameter of survival time in NAS-PDU in NAS signaling.
For the case of downlink transmission, eNB can implement similar survival time counting based on consecutive incorrectly transmitted or lost packets within a certain time duration. Based on this, the gNB implementation can optimize the scheduling and guarantee to fulfill the relaxed QoS requirement.
Observation 1: In downlink transmission, as long as the gNB can know the higher layer requirement of survival time, the gNB implementation can optimize the scheduling and guarantee to fulfill such requirement.

1.1.2 [bookmark: OLE_LINK5]Potential usage of survival time in RAN
[bookmark: OLE_LINK9]After introduction of survival time into RAN and UE, a detailed consideration is needed about how to perform measurement and what are measured for this survival time counting in RAN. Some alternatives are listed as following:
· [bookmark: OLE_LINK23]Alt 1: As in deterministic periodic communication, messages from the source application are expected to arrive at the target application periodically or in a timely manner, the measurement related to survival time in RAN can be based on a timer. That indicates message loss within this timer can be tolerable or the communication service is capable of continuing without transmitted any anticipated message within this timer. 
· [bookmark: OLE_LINK20]Alt 2: Moreover, the measurement on survival time in RAN can corporate with RAN PDB (packet delay budget in RAN side) or NACK feedback of the maximum re-transmission times in RLC. 
· [bookmark: OLE_LINK26][bookmark: OLE_LINK27][bookmark: OLE_LINK28]When a data packet is transmitted either in the uplink direction (e.g., from a UE to gNB) or downlink direction (e.g., from gNB to a UE), a PDB timer is used to determine whether the packet is successfully transmitted. The survival time timer can be used in conjunction with the PDB timer to determine the certain packet loss(es). Taking a timer for measurement on survival time in RAN as example, if the packet is transmitted successfully before the RAN PDB timer expires, the UE can reset the timer of RAN PDB as well as the timer for survival time. If the packet is not transmitted successfully and the RAN PDB timer expires, the UE can reset the RAN PDB timer and not reset the survival time timer. If the survival time timer reaches or exceeds a maximum threshold, the survival time timer is reset by the UE.
[image: 图片1]
Figure 1：Survival time counting based on PDB
· [bookmark: OLE_LINK29]The survival time timer can also be used in conjunction with negative-acknowledgments (NACKs) in Radio Link Control (RLC) layer. Also taking a timer for measurement on survival time in RAN as example, as the survival time timer is to track the number of unsuccessful transmissions, if the UE receives an ACK message that includes the corresponding serial number (SN), the UE can reset the survival time timer. If the UE receives a NACK message from the gNB with the corresponding SN, the UE continues to send the polling bit in the next packet and does not reset the survival time timer. If the survival time timer reaches or exceeds a maximum threshold, the survival time timer is reset by the UE.
[image: 图片2]
Figure 2: Survival time counting based on RLC NACK
[bookmark: OLE_LINK17]Proposal 2: It is suggested to introduce a method for measurement on survival time in RAN.
According to the results of measurement on survival time in RAN, UE can report the related results to gNB. In the simplest way, the report can be triggered if the timer for survival time expires. After receiving the reported results, gNB may further update the maximum number of retransmissions (maxRetxThreshold) of RLC in UE or activate PDCP duplication function to optimize the uplink scheduling.
In addition, if the UE determines the failure based on the results of measurement on survival time in RAN, the UE can assume that the current service cell may not meet the communication requirements and may trigger the cell reestablishment procedure.
[bookmark: OLE_LINK22]Proposal 3: For the case of uplink transmission, it’s suggested to let UE report results of survival time measurement to network to enable scheduling enhancements for uplink transmission.
[bookmark: OLE_LINK37]In the following, we will have more discussion on how to improve the communication reliability based on the survival time in uplink transmission. In RAN2#112-e, some companies think that packet transmission can be enhanced by using PDCP duplication or increasing the priority of logical channel. Furthermore, they think one of the difficulties is that when using PDCP duplication, the additional delay may be caused by activating/deactivating PDCP duplication through MAC CE signaling from gNB. One possible solution may be that UE can be allowed to independently enable PDCP duplication. We have sympathy with the above opinion. 

[bookmark: OLE_LINK38][bookmark: OLE_LINK41][bookmark: OLE_LINK43]In order to make it feasible that UE can independently enable PDCP duplication, we need to deal with the issue that UL authorization requests may cause additional delays in new duplication transmission after duplication transmission is activated. To solve this problem, we can consider a shorter timer in gNB (also can left to gNB implementation) for earlier activating some configured necessary uplink resources before UE activates PDCP duplication. On the other hand, the gNB can also configure a threshold for UE side survival time counting. If UE side evaluation exceeds the threshold, the UE itself can activate PDCP duplication and sends the replicated packets through the activated Configured Grant. 
[bookmark: OLE_LINK42][bookmark: OLE_LINK45]Proposal 4: It is suggested to introduce enhancement for independently activating/deactivating PDCP duplication on the UE side.
Communication service availability target
TS 22.104 provides concept of the communication service availability target. That can be found in Sections 3.1, 5.1, and in Annex B.6, C2.3 and C3 of [3]. 
During the email discussion in RAN2#112 e-meeting, one company thinks it’s also needed to introduce the communication service availability target to the RAN side. The main reason is that based on the scenario description in [3], there are different targets for the communication services availability with the same survival time. And to achieve different communication service availability targets requires different configurations of radio capabilities (e.g., scheduling priority weights, HARQ target operating points, etc.). 
However, we have different understanding on communication services availability. We think this is an indicator of the service fault tolerance degree introduced by the application layer which has no additional meaning to the RAN. The communication service availability target may be to optimize the configuration of communication, but we think the packet error rates (PERs) can also achieve same purpose (this also has been mentioned by some other companies in previous meeting). As we know, the PER can be used by the network to configure appropriate RLC parameters (e.g., RLC and HARQ configuration). Although there is no clear computing relationship between the communication service availability target and PER, the value of PER will obviously affect the communication services availability. Therefore, we do not think it is necessary to introduce a new parameter of communication service availability in the RAN side. 
Observation 2: PER can achieve same purpose as that of communication service availability target. Therefore, it’s no need to introduce a new parameter communication service availability target in RAN.
Burst Spread
In SA2, the need has been discussed to reflect the TimeIntervalValue defined for a TSN traffic by the IEEE 802.1Qbv scheduler as part of the TSC assistance information. Furthermore, in the latest study of strengthening the industrial Internet of things support of 5G system, the above-mentioned TimeIntervalValue is described as burst spread, and the following description is mentioned.
	TR 23.700-20
5.3.2	Key Issue #3A: Exposure of deterministic QoS
For this Key Issue, the following areas should be studied:
a)	Ability for AF to request absolute delay and jitter requirements, and mechanisms to enable the PCF to determine the 5GS QoS parameters based on the requirements received from AF.
b)	Ability for AF to indicate periodicity, burst size, burst arrival time (as defined in Rel-16 for TSC Assistance information) and Survival Time, optionally burst spread (variation of burst arrival time for DL traffic resulting from jitter on N6, if applicable) along with Time Domain (reference for these parameters) associated with these parameters to the NEF
c)	How to enable an application and 5GS to agree on a TSC configuration that addresses the applications needs and can be supported by 5GS.
6.5.2	Functional Description
The following capabilities are proposed using QoS request from AF:
…….
-	If the AF provides burst spread, the 5GS will provide burst spread as part of TSCAI to the NG-RAN.
…….
6.5.4	Impacts on services, entities and interfaces
The solution has the following impacts:
……
4.	"Burst Spread" is sent from the PCF to the SMF, which uses it to determine a Burst Spread TSCAI parameter.
……


Based on the above information, we observe SA2 has suggested that if the AF provides burst spread, the 5GS will provide burst spread as part of TSCAI to the NG-RAN. 
The next question would be how to make use of this QoS parameter of burst spread in RAN. As mentioned above, such burst spread can reflect the variation of burst arrival time for DL traffic resulting from jitter on core network interface. As burst arrival time that is already included in TSCAI would be used by RAN to decide the SPS configurations for DL traffic, the possible variation of burst arrival time may cause the allocated SPS configurations no longer applicable to the DL traffic, e.g., cause unexpected delay in packet scheduling. By indicating burst spread, RAN can acquire more information about DL traffic characteristics and may assign more suitable configuration, e.g. multiple SPS. The multiple SPS may be feasible to handle variation of burst arrival time with the smallest possible delay. 
In [5], the example solutions with consideration on burst spread have been mentioned, as shown in the following Figure 3:


[bookmark: _Ref11253357]Figure 3: Addressing the TSN QoS scheduling jitter with multiple SPS configurations in RAN
In Figure 3, two scheduling options are mentioned: 
· Option 1: A definite packet arrival interval is obtained by combining the instant value (Burst Arrival time) defined in the TSCAI with the time interval (burst spread). A plurality of SPS are configured on the interval, wherein the period of the SPS is consistent with the period of the TSCAI.
· Option 2: Through the combination of the instant value (Burst Arrival time) defined in TSCAI and the time interval (burst spread), the latest time (instant value) at which the data packet may arrive is obtained. Only one SPS is configured at this time, wherein the period of the SPS is consistent with the period of the TSCAI.
For option 2, RAN has no idea about variation of burst arrival time, so the configured SPS is just for the latest time (instant value) at which the data packet may arrive. It’s obvious that if the data packet arrives early, it cannot be scheduled before the time point of configured SPS. The larger the variation of burst arrival time, the more likely the data might arrive earlier, and the greater the delay in scheduling it. Moreover, if option2 is used in RAN, it’s obvious the 5GS doesn’t need to provide burst spread to the RAN. This is inconsistent with SA2 suggestion.
Observation 3: In the downlink transmission, without knowledge of variation of burst arrival time, e.g., the burst spread, the allocated SPS configurations may be not always suitable/applicable to the DL traffic and then cause unexpected delay in packet scheduling.
Therefore, we suggest RAN2 to confirm the necessity mentioned by SA2 that the burst spread parameter should be indicated from core network to the RAN via TSCAI.
Proposal 5: RAN2 confirms the necessity of indicating the burst spread from core network to RAN and this information can be included in TSCAI.
As mentioned above, after knowing of the burst spread, RAN may configure multiple SPS and this can be left to gNB implementation. However, for such case, multiple SPS configurations are kind of redundant configurations with the purpose of adapting to the possible variation of burst arrival time and decreasing the transmission delay. Therefore, multiple SPS configurations based on burst spread may cause unnecessary resources waste. 
At least the following issues need to be resolved:
· Issue 1: After UE successfully receives the DL traffic (maybe earlier than the time point indicated by the burst arrival time), (part of) the configured multiple SPS configuration resources would be no longer needed. In order to save RAN resources, we need to consider whether and how to disable these configured resources, e.g., based on some feedback from UE that no more DL traffic is expected. 
· Issue 2: As details of multiple SPS configuration in such scenario are closely related to the range of the burst spread, if the range of the burst spread is changed, the configured multiple SPS configuration may be no longer suitable. Therefore, we need to consider whether and how to update the multiple SPS configuration timely if some changes have occurred for the burst spread.
Proposal 6: It’s suggested that RAN discuss the possible resources waste issues caused by multiple SPS configurations based on burst spread.

[bookmark: OLE_LINK1]Conclusions
[bookmark: OLE_LINK10][bookmark: OLE_LINK11]In this contribution, we make the following observations and proposals:
Observation 1: In downlink transmission, as long as the gNB can know the higher layer requirement of survival time, the gNB implementation can optimize the scheduling and guarantee to fulfill such requirement.
Observation 2: PER can achieve same purpose as that of communication service availability target. Therefore, it’s no need to introduce a new parameter communication service availability target in RAN.
Observation 3: In the downlink transmission, without knowledge of variation of burst arrival time, e.g., the burst spread, the allocated SPS configurations may be not always suitable/applicable to the DL traffic and then cause unexpected delay in packet scheduling.

Proposal 1: It is suggested to let UE to measure loss or failure on uplink packet transmission and perform survival time counting.
Proposal 1a: It is suggested to introduce a parameter of survival time in NAS-PDU in NAS signaling.
Proposal 2: It is suggested to introduce a method for measurement on survival time in RAN.
Proposal 3: For the case of uplink transmission, it’s suggested to let UE report results of survival time measurement to network to enable scheduling enhancements for uplink transmission.
[bookmark: _GoBack]Proposal 4: It is suggested to introduce enhancement for independently activating/deactivating PDCP duplication on the UE side.
Proposal 5: RAN2 confirms the necessity of indicating the burst spread from core network to RAN and this information can be included in TSCAI.
Proposal 6: It’s suggested that RAN discuss the possible resources waste issues caused by multiple SPS configurations based on burst spread.
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