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Background
The new WID of NR Industrial Internet of Things (IoT) and URLLC support was approved in RAN#86 and revised in RAN#88e [1]. In which, the following objective is included:
	[bookmark: OLE_LINK7]...
4.	Enhancements for support of time synchronization:
a. RAN impacts of SA2 work on uplink time synchronization for TSN, if any. [RAN2]
b. Propagation delay compensation enhancements (including mobility issues, if any). [RAN2, RAN1, RAN3, RAN4]


[bookmark: OLE_LINK15]Based on the discussion in RAN2#112e meeting, the following agreements on reference timing delivery have been achieved[3]:
	·  RAN2 should consider the following three scenarios, with a focus on Scenario 2 and 3:
	Scenario 1: In the control-to-control communication use case, where TSC devices behind a target UE are synchronized to any TD, from a GM behind the CN. The 5GS introduced error is caused by the relative time-stamping inaccuracy at the NW-TT and the DS-TTs.
	Scenario 2: In the control-to-control communication use case, where TSC devices behind a target UE are synchronized to any TD, from a GM behind the UE. The 5GS introduced error is caused by the relative time-stamping inaccuracies at the involved DS-TTs.
	Scenario 3: In the smart grid use case, where the TSC devices behind a target UE are synchronized to the 5G GM TD. The 5GS introduced error is caused by the synchronization of the 5G clock to the DS-TT. 
· RAN2 should evaluate the synchronicity budget by dividing the 5GS E2E path into three parts: Network, Device, and Uu interface. Where the Uu interface is understood as the maximum 5GS time synchronization error between the UE and the gNB-DU (i.e. DU-CU interface error is not included)
· RAN2 assumes the two Uu interfaces in Scenario 2 have the same time synchronization error budget.
· The Uu interface budget for Scenario 1, 2 and 3 are respectively calculated as following:
Scenario 1: Uu budget = 900ns–Device–Network scenario1
Scenario 2: Uu budget = (900ns–2xDevice–2xNetwork scenario2)/2 (assumption is based on GPTP)
Scenario 3: Uu budget = 1000ns–Device–Networkscenario3 (baseline assumption that this is based on GNSS)
· The Device part time synchronization accuracy budget is assumed to be in the range ±50 to ±100ns, this applies to all three scenarios
· The error caused by the limited granularity of referenceTimeInfo-r16 IE (±5ns) is to be included in the network part budget, and RAN1 should be informed not to include this error in Uu interface.
· The Network part time synchronization accuracy budget for Scenario 1, 2, and 3 are assumed to be the following:
Scenario 1: ±120 to ±200ns (NetworkScenario1) (assuming 3-5 hops worst case scenario
Scenario 2: ±240 to ±400ns (2xNetworkScenario2) (assuming 6-10hops worst case scenario)
Scenario 3: ±100ns (NetworkScenario3)
· Based on Proposal 4, 5, 6 and 7, the per Uu interface time synchronization accuracy for Scenario 1, 2 and 3 are as following:
Scenario 1: ±595ns to ±725ns
Scenario 2: ±145ns to ±275ns
Scenario 3: ±795ns to ±845ns
· LS to RAN1 providing the scenarios and values.  Indicate to RAN1 that they should aim to meet the most stringest requirements, but a number within the range is also acceptable
· It is up to RAN1 to decide which PDC options should be supported for Scenario 1, 2 and 3 in Release-17.   


In this contribution, we will further discuss the remaining issues of uplink time synchronization and propagation delay compensation enhancements. Then we’ll give our proposals.
Discussion
Remaining issues for Time Synchronization
1.1.1 Differentiated support for different Uu budget
Based on the RAN2 agreement, it can be seen that the Uu synchronization budget in scenario 2 ([145; 295] ns) is much more stringent than that in scenario 1/3 ([595;685]ns). Even it’s still under discussion, we assume that in order to fulfill such stringent Uu interface synchronization requirement in in scenario 2, at least physical layer enhancements, such as enhanced TA granularity and the enhanced requirements for TA adjustment and downlink detection error (Te) would be needed. As budget requirements in scenario 1/3 are looser than that in scenario 2 or even in R16 TSN, e.g., 540ns, it’s obvious such enhancements don’t need to be applied when the UEs perform in scenario 1/3.
Observation 1: In order to fulfill the stringent Uu interface synchronization requirement in scenario 2, at least physical layer enhancements, such as enhanced TA granularity and the enhanced requirements for TA adjustment and downlink detection error (Te) may be needed. Moreover, as the Uu interface requirements in scenario 1/3 are looser than that in R16 TSN, e.g., 540ns, such enhancements don’t need to be applied when UEs perform in the scenario 1/3.
Based on the observation, we think gNB may need to enable/disable some enhanced processes in order that they can be only applied in certain scenario. In order that gNB can do this, some indication from higher layer to gNB may be needed.
Proposal 1: RAN2 discuss whether some indication from higher layer to gNB is needed in order that gNB can enable enhanced processes for more stringent Uu synchronization budget in certain scenario and disable them in other scenarios.
1.1.2 Issue of time synchronization during mobility
Whether there have issues for mobility case for TSN have been discussed during R16 but no agreement were achieved. Such issues were further discussed for R17 during RAN2#111e. 
During R16 discussion, we have mentioned that the UE’s time synchronization after handover may be impacts due to time difference between source and target gNBs. But some companies think the gNBs are synchronized to the same clock and the timing would not be different for gNBs in any reasonable deployment. With reference to the discussion for R17 scenarios, we think now companies can agree that, the maximum absolute time error between the TSN GM clock and gNB can be with absolute value of 100ns, therefore, in some worse case, the timing difference between different gNBs would be at most 200ns, such time difference are not negligible. Moreover, the existence of such timing difference would require UE to re-request time information to the target gNB after the handover procedure and target gNB needs to send time information to the UE.
Observation 2: When the UE performs handover between different gNBs, the timing difference between different gNBs would be at most 200ns. So the UE needs to re-synchronize with target gNB after the handover procedure. Such request/response procedure for acquisition time in target gNB would cause additional singling and UE power.
Moreover, some companies think that the handover procedure from the source gNB to the target gNB lasts for a relatively long time and this may also have bad impacts on time synchronization at UE side. One issue mentioned in [4] is that the delivery of gPTP messages can be delayed with a corresponding impact on the residence time calculation. For this issue, we understand it can be avoided if UE can acquires the target gNB’s time information timely. After handover, UE would calculate residence time according to the gPTP messages transmitted through the target gNB (here we assume the delivery of the gPTP message can be performed immediately after the handover procedure). As long as UE can synchronize with target gNB, we think no error or delay exists for the residence time calculation.
The other issue mentioned in [4] is that, periodic refreshes of the 5G system clock at UE side may be performed asynchronously with regard to UE mobility. The interruptions due to UE mobility may result in UEs experiencing excessive delays between its last 5G system clock refresh in the source cell and the first refresh of that clock in the target cell. This may deteriorate UE’s 5G system clock accuracy. In [4], company suggests RAN3 to further study this issue. We think this issue may exist but can be almost avoided if target gNB’s time information can be sent as early as possible e.g., during handover procedure. With such scheme, the gap between two 5G system clock refresh during handover procedure could be as small as possible, and also smaller than the handover interruption.
Observation 3: Due to (possible long) interruption during handover procedure, even UE can synchronize with target gNB after handover, deterioration on UE’s 5G system clock accuracy may cause some issue.
With the above considerations, we think we can consider transmitting the target gNB’s reference time as early as possible, e.g., during the handover procedure. In other words, the target gNB does not need to wait for the time information request sent by UE and can transmit the time information of the target cell directly through the handover process. 
During handover procedure the RRCReconfiguration would be the more suitable message to transmit the accurate reference timing of the target cell. Taken into account that dedicatedSystemInformationDelivery IE already can be carried over RRCReconfiguration message but currently only SIB6, SIB7, SIB8 are transmitted in dedicatedSystemInformationDelivery IE, we only need to extend to transmit SIB9 in this dedicatedSystemInformationDelivery IE. 
Proposal 2: It’s suggested that RAN2 discuss whether time difference between gNBs needs to be considered and if yes, whether UE needs to acquire accurate timing of target gNB during handover procedure.

[bookmark: OLE_LINK14][bookmark: OLE_LINK44]Propagation delay compensation enhancements
1.1.3 Discussion on the performer of PDC
In previous meetings, based on RAN1 LS, RAN2 has had some discussion on which option for PDC is preferred by RAN2, TA-based solution or RX-TX based solution? And also some analysis about RAN2 impacts of different options have been mentioned. We can see there is majority or at least more support for TA-based solution. However, as there is still some support for RX-TX based solution, RAN2 don’t give any preference. In the final response LS to RAN1, RAN2 indicates that “It is up to RAN1 to decide which PDC options should be supported for Scenario 1, 2 and 3 in Release-17”. 
Based on the RAN1 discussion in last meeting, it looks like TA-based solution also have more support and it’s also possible for TA-based solution to fulfill the Uu budget indicated in the RAN2 response LS. Therefore, for the convenience of follow-up discussion, we will use TA-based solution as baseline for other scheme discussion, if needed.

In the email discussion prior to last meeting, another issue about various options for performer of PD estimation and compensation have also been discussed. We think this issue is more related to RAN2. However in last meeting we have no enough time to discuss this issue. For this issue, the options on the table are as following:
· Option 1: The gNB indicates to the UE whether it has done pre-compensation
· Option 2: The gNB enables/disables UE-side PDC via an indication in unicast-RRC signal
· Option 3: The gNB enables/disables UE-side PDC via an indication in SIB
· Option 4: The gNB configures the UE with a PD threshold. The UE conducts PD compensation when the PD estimation is above the PD threshold
· Option 5: The UE requests a PD estimation update
· Option 6: Others
During the R16 TSN discussion, there has common understanding that the PDC needs to be applied by the TSN UEs for larger service areas with more sparse cell deployments as for inter-site distances >200m. However, for small service areas with dense small cell deployments, a PDC by the UE would not be required. During the email discussion [Post111-e][924] for R17 scenarios, there were also some discussion on the possible ISD in different scenarios. Companies have mentioned ISD of 20 m for factory may be possible and no delay compensation is needed.
For the case that needs PDC, some companies think gNB may be more suitable to perform PDC as gNB may have more accuracy TA. However, it’s obviously infeasible for the gNB to perform PDC for the UE in IDLE, e.g., the reference time information in SIB cannot be compensated as gNB cannot set compensation which is suitable for all the UEs. Therefore, UE is needed to support PDC and can apply this when necessary, e.g., UE in idle mode and in the large UE-gNB distance. For UE in idle mode, the simplest way would be to use NTA / 2 for PDC.
Observation 4: It’s obviously infeasible for the gNB to perform PDC on the reference time information broadcasted in SIB.
In a summary, we assume for a UE, it can performed PDC conditionally by itself, e.g., according to the UE-gNB distance. But in some special deployment scenarios, a global indication in SIB can be used to completely disable PDC in UE. Therefore, we still suggest to agree the option 3 for PDC mentioned in the Background section.
Moreover, as scenario 2 in R17 have very stringent Uu synchronization budget, we assume a new range for performing PDC may be needed in R17, e.g., an inter-site distances < 200m.
Proposal 3: It’s suggested to introduce an enable/disable indication in SIB in order to explicitly disable PDC for the some special deployment scenarios.
[bookmark: OLE_LINK2]For unicast case, the reference time can be carried by DLInformationTransfer message and sent to a certain UE. As both of the UE and gNB have valid TA, both UE and gNB are able to use TA value for PDC. 
Moreover, for UE in connected mode, the TA accuracy also may be deteriorated. The gNB measures the time of the UE uplink signals (including SRS, CQI, HARQ and PUSCH data) and can know whether it needs to update the TA. If the PDC is performed by UE, the gNB may need to provide updated TA when it necessary or may need to send the updated TA at the same time when the reference time is sent via unicast. But if the PDC is performed by gNB, gNB only needs to send the reference time that has been compensated with propagation delay and don’t need to frequently update UE’s TA. 
Observation 5: For unicast, it’s simpler for the gNB to perform PDC and requires less resources.
Based on the above observations, it’s suggested that gNB also supports performing PDC and can apply this when necessary, e.g., for the UE in connected mode. This can be left to gNB implementation.
In addition, we assume it’s also possible for UE in connected mode to perform PDC. In order to avoid double compensation, several options have been discussion during email discussion. it can be seen there has majority support on option 2. We also support option 2 and think option 1 is similar. Therefore, we give the following proposals:
Proposal 4: The gNB can enables/disables UE-side PDC via indication in unicast-RRC signal.
[bookmark: OLE_LINK16]Proposal 5: UE needs to support performing PDC and can apply this when gNB enable it to do so.
1.1.4 Discussion on PDC error during mobility
In the RAN2 #112 meeting, some companies think that when the UE moved at 108 km/h (30 m/s), the propagation delay could be increased by 100 ns/s if the propagation delay was not compensated. However, we believe that the error of 100 ns/s caused by the above propagation delay change would not exist if UE and gNB have been synchronized. 
Changes in the distance and environment between UE and gNB may lead to the change of the TA value for PDC and cause that TA update is needed. However, the updated TA is to ensure the synchronization of uplink transmission data and it will not affect the reference time of UE. Therefore, the update of TA will not lead to the reference time of UE and gNB out of synchronization. In other word, the propagation delay may change dynamically during the movement of the UE, but if the current effective time of the UE (the time that has been synchronized with the gNB) does not drift, it does not need to be compensated.
Observation 6: We don’t think there is PDC error issue during mobility.
1.1.5 Discussion on enhanced TA update
[bookmark: OLE_LINK8]For UE in connected mode, if network indicates that it doesn’t perform propagation delay compensation, the UE needs to perform PDC by itself when necessary. In this case, the UE needs a valid TA with enough accuracy. 

[bookmark: OLE_LINK3][bookmark: OLE_LINK5][bookmark: OLE_LINK6]Based on the current specifications, the gNB decides whether to update TA based on measurements for the UE uplink signals. As long as the signals fall within the CP range, the gNB can correctly receive the uplink data sent by UE. For example, for SCS = 15KHz, short CP duration = 4.69 ms, long CP duration = 5.21 ms. In other words, when the SCS is 15 kHz, the tolerable TA estimation error is about 10 TA granularity. However, for TSN service, we have the requirement of 1us accurate reference timing and timing synchronization error between a gNB and a UE no worse than 540ns, the above trigger for TA update (when it exceeds the tolarable TA estimation error) may cause large TA estimation error. Such large TA estimation error may cause PDC is infeasible and further cause 1us accurate reference timing cannot be fulfilled. This issue already exists for R16 TSN service and may be more serious for R17 TSN.

Observation 7: Based on the current specifications, the tolerable TA estimation error is about 10 TA granularity for SCS 15kHz. But for TSN, only TA estimation error less than 540ns for SCS 15kHz can be acceptable.







Therefore, we think even for R16 TSN service, a new trigger for TA update would be needed, e.g., when TA estimation error is more than 540ns, TA update would be triggered. As TA estimation error is with unit of TA granularity and TA granularity corresponds to SCS, it’s more suitable to define the new trigger for TA update according to SCS, e.g., for any SCS, if the TA estimation error exceeds several TA granularity, TA update would be triggered, here the number of TA granularity can be. For example, for SCS 15KHz, the tolerable TA estimation error is 1 TA granularity (= 1 and * 520ns = 520ns), for SCS 30KHz, the tolerable TA estimation error would be 2 TA granularity (= 2 and * 260ns = 520ns), for SCS 60KHz, the tolerable TA estimation error would be 4 TA granularity (= 4 and * 130ns = 520ns), and so on.
[bookmark: OLE_LINK4]Moreover, for the SCS larger than 60KHz, the TA estimation would be accurate enough and it’s impossible to occur too large TA estimation error. Therefore, one option is not to apply this new trigger for the SCS above 60KHz, or the other option is to anyway apply such new trigger to all the SCS cases, but we can have the assumption that such new trigger would not be fulfilled for the SCS above 60KHz, e.g., the legacy trigger for TA update would take effect all the time.

Proposal 6: RAN2 needs to discuss whether new trigger for TA update needs to be introduced, e.g., if the TA estimation error exceeds several TA granularity, TA update would be triggered, here the number of TA granularity can be.

Other enhancements
1.1.6 Enhancements on UE request for accurate reference timing
In R16, RAN2 has supported that UE in RRC connected can indicate its interest in reference time information by using UEAssistanceInformation message. According to the specification, UE can only one-shot request the reference time information.
There was also much discussion on the clock drift issue at both the UE and the gNB. Some companies thought clock drift issue at UE side exists. And some companies think that UE can calibrate the clock by SFN offset in case of clock drift. However, we think that the method of UE synchronizing reference time based on SFN offset may cause UE's local clock to synchronize with gNB's SFN clock instead of gNB's local clock. In addition, tracking SFN offset to correct clock drift also complicates UE implementation.
Observation 8: the clock calibration of UE based on SFN is not synchronized with the local clock of gNB, which makes the implementation of UE more complicated.
Therefore, accurate reference timing should be delivered periodically to the UE and the periodicity value with which the accurate reference timing is delivered would depend on the UE’s crystal oscillator precision and time drift level. Since the clock drift level may be different for different UEs, it’s hard for network to select a suitable periodicity value for all the UEs. Further, it’s suggested that an accurate reference timing delivery periodicity can also be indicated to the gNB via the UEAssistanceInformation message, e.g., together with the accurate reference timing request indication
Due to the lack of time in R16, RAN2 decided not to pursue the above solution in R16 and considered to rely on the implementation of both the UE and the gNB to resolve the clock drift issue. As this issue may cause loosing of time synchronization between UE and gNB and at least for gNB, the implementation solution may be infeasible or not reliable, it’s suggested to further discuss this issue and solution in R17.
Proposal 7: It’s suggested that RAN2 discuss the solution of indicating an accurate reference timing delivery periodicity to the gNB via the UEAssistanceInformation message to completely resolve the clock drift issue in R17.

[bookmark: OLE_LINK1]Conclusions
[bookmark: OLE_LINK10][bookmark: OLE_LINK11]In this contribution, we make the following observations and proposals:
Observation 1: In order to fulfill the stringent Uu interface synchronization requirement in scenario 2, at least physical layer enhancements, such as enhanced TA granularity and the enhanced requirements for TA adjustment and downlink detection error (Te) may be needed. Moreover, as the Uu interface requirements in scenario 1/3 are looser than that in R16 TSN, e.g., 540ns, such enhancements don’t need to be applied when UEs perform in the scenario 1/3.
Observation 2: When the UE performs handover between different gNBs, the timing difference between different gNBs would be at most 200ns. So the UE needs to re-synchronize with target gNB after the handover procedure. Such request/response procedure for acquisition time in target gNB would cause additional singling and UE power.
Observation 3: Due to (possible long) interruption during handover procedure, even UE can synchronize with target gNB after handover, deterioration on UE’s 5G system clock accuracy may cause some issue.
Observation 4: It’s obviously infeasible for the gNB to perform PDC on the reference time information broadcasted in SIB.
Observation 5: For unicast, it’s simpler for the gNB to perform PDC and requires less resources.
Observation 6: We don’t think there is PDC error issue during mobility.

Observation 7: Based on the current specifications, the tolerable TA estimation error is about 10 TA granularity for SCS 15kHz. But for TSN, only TA estimation error less than 540ns for SCS 15kHz can be acceptable.
Observation 8: the clock calibration of UE based on SFN is not synchronized with the local clock of gNB, which makes the implementation of UE more complicated.

Proposal 1: RAN2 discuss whether some indication from higher layer to gNB is needed in order that gNB can enable enhanced processes for more stringent Uu synchronization budget in certain scenario and disable them in other scenarios.
Proposal 2: It’s suggested that RAN2 discuss whether time difference between gNBs needs to be considered and if yes, whether UE needs to acquire accurate timing of target gNB during handover procedure.
Proposal 3: It’s suggested to introduce an enable/disable indication in SIB in order to explicitly disable PDC for the some special deployment scenarios.
Proposal 4: The gNB can enables/disables UE-side PDC via indication in unicast-RRC signal.
Proposal 5: UE needs to support performing PDC and can apply this when gNB enable it to do so.

Proposal 6: RAN2 needs to discuss whether new trigger for TA update needs to be introduced, e.g., if the TA estimation error exceeds several TA granularity, TA update would be triggered, here the number of TA granularity can be.
[bookmark: _GoBack]Proposal 7: It’s suggested that RAN2 discuss the solution of indicating an accurate reference timing delivery periodicity to the gNB via the UEAssistanceInformation message to completely resolve the clock drift issue in R17.
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