[bookmark: _Toc193024528]3GPP TSG-RAN WG2 Meeting #113 electronic	R2-2100292
Online, Jan 25 – Feb 5, 2021

[bookmark: Source]Agenda item:	8.2.3
Source: 	China Telecommunication
Title:	Considerations on failure handling for CPAC
WID/SID:	LTE_NR_DC_enh2-Core
[bookmark: DocumentFor]Document for:	Discussion and Decision
1 Introduction
In RAN2#112-e meeting, CPAC related issues have been widely discussed and much progress has been made. However, there are still some open issues for CPAC that need further discussion. In Rel-16 NR mobility enhancement WI, the failure handling of CPC was not fully discussed due to time limitation. Since new scenarios including CPA and intra-SN/inter-SN CPC will be supported in Rel-17, the failure handling related issues for CPAC shall be reconsidered. 
In this contribution, we would like to share our opinions on failure handling for CPAC in Rel-17 MR-DC.
2 Discussion
CPAC failure handling in Rel-17
In Rel-16 intra-SN CPC, CPC execution failure is treated as a kind of SCG failure. SCGFailureInformation procedure is used to inform the MN of CPC failure. Upon transmission of the SCGFailureInformation message to the MN, the UE stops evaluating the CPC execution condition. The UE is not required to continue measurements for candidate PSCell(s) for execution condition upon transmission of the SCG Failure Information message to the MN [1].
In Rel-17, additional scenarios including CPA and inter-SN CPC are supposed to be introduced. Considering these new CPAC scenarios, there seem no different requirements for failure handling procedure. Rel-16 CPC failure handling to use SCGFailureInformation procedure can be taken as the baseline for Rel-17 CPAC failure handling, which is also the common understanding in the email discussion of [Post111-e][920][eDCCA] Conditional PSCell Change and Addition (CATT) [2].
Proposal 1: Rel-16 CPC failure handling to use SCGFailureInformation procedure can be taken as the baseline for Rel-17 CPAC failure handling.
However, due to the lack of time in Rel-16, the CPC failure handling is mainly based on the legacy procedure without introducing any CPC-related parameter in the SCGFailureInformation message. As suggested by many companies in the previous email discussion, further details about the contents of the related message could be reconsidered in Rel-17 CPAC failure handling.
The legacy SCGFailureInformation message transmitted after the CPC execution failure contains the SCG failure type and the measurement results available according to current measurement configuration of both the MN and the SN. Conventionally, the MN handles the message and may decide to keep, change, or release the SN/SCG. The measurement results according to the SN configuration and the SCG failure type may be forwarded to the old SN and/or to the new SN. In case of CPAC, upon receiving the above message, the MN is unknown about the detail CPAC failure information, e.g. which candidate PSCell the UE is selected but fails to access. Therefore, the MN may have to forward the related information to the old SN and/or every candidate target SN to require new resource or release old resource. More inter-node signalling overhead and more latency are predictable. If certain CPAC failure related information is provided by the UE in the SCGFailureInformation message, such as the cell ID of the failed candidate PSCell, it can help the MN or the SN to reconfigure the subsequent normal SCG change or CPAC more properly. Since the configuration and inter-note interaction differ in different CPAC scenarios, the exact CPAC failure information needed to be provided may also be different, which can be further discussed case by case.
[bookmark: _GoBack]Proposal 2: CPAC failure related information, such as the cell ID of the failed candidate PSCell, could be provided to the MN in the SCGFailureInformation message. The exact details can be further discussed.
MCG failure handling during the execution of CPAC
In Rel-16 eDCCA WI, fast MCG link recovery is introduced to avoid direct re-establishment when detecting RLF for MCG. If secondary link are still running, the UE can trigger fast MCG link recovery and report the failure with MCGFailureInformation message to the SCG, using the SCG leg of split SRB1 or SRB3. However, if the MCG failure is detected during the execution of CPC, the UE stops the on-going CPC procedure and initiates RRC re-establishment procedure even if fast MCG link recovery is supported.
In the previous email discussion [3], several companies see some advantage of using fast MCG recovery if there is an on-going CPC procedure when MCG failure happens, while others question that the handling of PCell RLF while executing conventional PSCell change is unspecified since the scenario may be considered as rare. Due to lack of time in Rel-16, this issue was not widely discussed. Therefore, with the support of new CPAC scenarios in Rel-17, we can revisit the issue and analyse whether the scenario of MCG failure during the CPAC execution is still a corner case.
We can compare conventional PSCell change and CPAC as follows.
· MCG failure during conventional PSCell change
For conventional PSCell change scenarios, the procedure is usually conducted by receiving the RRC reconfiguration message from the MN, except for the scenario of SN initiated SN Modification without MN involvement when SRB3 is used. If the MN link is getting worse and about to RLF, it is actually hard for the UE to receive the reconfiguration message correctly. As for the SN initiated SN Modification without MN involvement when SRB3 is used, it is possible that MCG RLF happens during conventional PSCell change, which can be treated as a corner case. Therefore, it is reasonable to not specify the behaviour for a corner case.
· MCG failure during the execution of CPAC
For CPAC scenarios, the RRC reconfiguration message including the CPAC execution conditions and candidate PSCell configuration is usually sent to the UE in advance. The UE evaluates the CPAC execution conditions, and initiates to access a selected candidate PSCell when the relevant condition is met. Actually, the MN is unaware of when the UE is going to conduct a CPAC. If the MN link quality suddenly reduces, MCG failure may accidentally happen during the execution of CPAC.
In Rel-16, only intra-SN CPC without MN involvement is supported, so that the probability of MCG failure during the CPC execution is relatively low and no enhancement is introduced. However, more CPAC scenarios are expected in Rel-17. It is more likely that MCG failure occurs during the CPAC execution, or at least not as rare as that occurs during conventional PSCell change. Thus, we suggest RAN2 reconsider and discuss the MCG failure handling during the execution of CPAC in Rel-17, and slightly prefer to enhance it if fast MCG link recovery is supported.
Proposal 3: RAN2 reconsiders the MCG failure handling during the execution CPAC if fast MCG link recovery is supported and discusses whether to enhance it in Rel-17.
On the other hand, the UE conducts the CPAC based on its measurement results, which means the selected candidate PSCell has a good enough radio link quality to meet the execution conditions. Therefore, in the scenario of MCG failure occurs during the CPAC execution, it is very likely for the UE to access the selected candidate PSCell successfully if the UE continues the on-going CPAC procedure instead of initiating RRC re-establishment procedure. In that case, the UE can trigger fast MCG link recovery if supported and report the MCG failure to the new SCG with MCGFailureInformation message by using the new secondary link. Then, the legacy fast MCG recovery procedure follows, as shown in Fig.1 for example.


Fig.1 Example for fast MCG link recovery in Rel-17
As analysed above, we suggest that
Proposal 4: When MCG failure happens during the CPAC execution, if fast MCG link recovery is supported, the UE could continue the on-going CPAC procedure. After successful access to the new PSCell, the UE could trigger fast MCG link recovery with MCGFailureInformation message using the new secondary link.
3 Conclusion
In this contribution, we discuss open issues for CPAC failure handling that need further discussion in Rel-17. When CPAC failure occurs, SCG failure information procedure can be reused as a baseline to inform the MN. In order to reduce inter-node signalling overhead and latency for resuming SCG, CPAC failure related information might be provided in SCGFailureInformation message to the MN. Another issue is MCG failure handling during the CPAC execution if fast MCG link recovery is supported. Instead of initiating RRC re-establishment procedure immediately, the UE might continue the on-going CPAC procedure and trigger fast MCG link recovery after successful access to the new PSCell.
We kindly ask RAN2 to consider the above problems and the corresponding proposals listed below.
Proposal 1: Rel-16 CPC failure handling to use SCGFailureInformation procedure can be taken as the baseline for Rel-17 CPAC failure handling.
Proposal 2: CPAC failure related information, such as the cell ID of the failed candidate PSCell, could be provided to the MN in the SCGFailureInformation message. The exact details can be further discussed.
Proposal 3: RAN2 reconsiders the MCG failure handling during the execution CPAC if fast MCG link recovery is supported and discusses whether to enhance it in Rel-17.
Proposal 4: When MCG failure happens during the CPAC execution, if fast MCG link recovery is supported, the UE could continue the on-going CPAC procedure. After successful access to the new PSCell, the UE could trigger fast MCG link recovery with MCGFailureInformation message using the new secondary link.
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