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1 Introduction
Due to the movement of satellites in LEO NTN deployments, the propagation delays between the UE and the serving and neighbour satellites change dynamically with time. The timing of the SMTC and measurement gap windows changes with the serving satellite propagation delay change, while the neighbour cell SSB to measure within these windows is linked to the neighbour satellite propagation delay for a particular UE. As the propagation delays change independently, it may be difficult to ensure that the neighbour satellite SSB will fall within the SMTC/measurement gap window.
During the RAN2#112-e meeting, this impact has been discussed and the following agreements were made [1]: 
	· Legacy SSB periods (as in TN) shall be supported in NTN
· RAN2 understanding that UE shall not be forced to detect the SSB burst outside the corresponding configured SMTC window in NTN, just like the principle in TN
· SMTC and gap configuration in NTN are configured based on the timing of PCell
· RAN2 can first identify the scenarios and discuss how serious the impact is before addressing any enhancement for SMTC configuration in NTN.
· RAN2 can’t assume that the network will always have UE accurate location info for SMTC window configuration in NTN
· UE along with the network in NTN should also have the same understanding of the timing, including the timing for measurement gap, to avoid any un-synchronized scheduling between UE and the network, just like the way we have in TN



In this contribution, we discuss the issues related to the SMTC and measurement gap configuration in the LEO NTN scenario and provide potential solutions.
2 Discussion
2.1 Issue with neighbour satellite measurements
In Connected mode, the UE is provided a SS/PBCH block measurement timing configuration (SMTC) by the network, which defines windows during which the UE can perform measurements on neighbour cell SSBs. The SMTC is composed of a window periodicity, offset and window duration, and is based on the timing of the PCell. The window periodicity can be configured as 5, 10, 20, 40, 80, or 160ms, while the window duration can be configured as 1, 2, 3, 4, or 5ms.

[image: ]
Figure 1 Example SMTC/measurement gap configuration

When the UE cannot measure the SSBs for neighbour cells and monitor the serving cell at the same time, measurement gaps are configured. The serving cell does not schedule the UE during the measurement gap. The network ensures that SSBs from neighbour cells are transmitted during the measurement gaps so that the UE can measure the neighbour cell SSB strength and quality. The UE needs to measure neighbour cell measurements at an appropriate interval such that it meets the requirements in TS 38.133.
In LEO NTN scenario, due to the movement of satellites, the propagation delay for the neighbour cell SSBs to reach the UE constantly changes. Therefore the SMTC/measurement gap configuration needs to take this delay variation into account. The delays can be different based on relative position of the UE on the ground as illustrated for UE1 and UE2 below. The window for SSB measurement should take all possible neighbour cell SSB delays into account, i.e. for all possible delays between UE1 and UE2. The neighbour cell delay is also changing in time for a UE as the satellite moves. In the illustration below, the propagation delay that a UE in UE1’s position experiences will change to the propagation delays that a UE in UE2’s position will experience as the satellite beams moves on the ground. With this movement, the neighbour cell SSB timing as measured by the UE will also drift. Note that the UE may also move, but its effect can be largely ignored, as it is negligible comparing to satellite speed.
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Figure 2 Impact of satellite movement in LEO NTN scenario

If the UE is unable to perform SSB measurements for the neighbour cells, the UE may not be able to report the neighbour cell measurements or perform conditional handover evaluation. This will adversely affect the handover performance, resulting in a UE unexpectedly dropping a connection. Handovers are critically important in the LEO NTN scenario because of the movement of satellites.
Observation 1: Enabling the UE to reliably perform neighbour cell measurements during the SMTC windows and measurement gaps is critical, otherwise the handover performance for the LEO NTN use case will be negatively impacted, which will cause a severe degradation in end-user experience.
We therefore propose that enhancements are considered for this problem in RAN2.
Proposal 1: RAN2 will study enhancements for LEO NTN deployments, to ensure that a neighbour satellite can be discovered and measured within SMTC and measurement gap windows.
2.2 Breakdown of the problem
[image: ]
Figure 3 Components of propagation delay drift between satellites at 600km orbit
In this section, we analyse the change in propagation distances (and corresponding delays) between serving and neighbour satellites, to understand the extent of the problem. The propagation distance over the serving cell is composed of the feeder link distance (LSGSS) between serving gateway (SG) and the serving satellite (SS) and the access link distance (LSSUE) between the SS and the UE. Similarly, propagation distance over the neighbour cell is composed of feeder link distance (LNGNS) between the neighbour gateway (NG) and the neighbour satellite (NS) and the access link distance (LNSUE) between the NS and the UE.
Drift in Access link
When using the worst-case scenario for satellite movement, i.e. a 600km deployment, the edge of a satellite coverage corresponds to a maximum access link distance of 1932km (at elevation angle 10°) [5] as illustrated in Figure 3, i.e.:
LSSUE_max = LNSUE_max = 1932km.
For the purposes of handover, we assume that the beam footprints between the serving and neighbour satellites overlap for a period of 30s as illustrated in Figure 3. In other words, a UE in position UEpos1 can start to detect the neighbour satellite, and after a 30s period, the UE is in position UEpos2 where it has reached the edge of the serving cell coverage. This overlap region defines the other edge of the satellite overlap, i.e.:
LSSUE_min = LNSUE_min = 1729km.
Assuming that the SG compensates for the combined access link propagation distances between the serving and neighbour satellites at neighbour cell edge (UEpos1) when configuring an SMTC/ measurement gap for the UE, the drift in propagation distance that a UE would experience over the 30s period would be:
ΔLaccess = (LSSUE_max – LSSUE_min) + (LNSUE_max – LNSUE_min) = 406km.
This would correspond to a drift in access link timing, ΔTaccess of 1.3533ms (at speed of light).
Drift in Feeder link
As agreed in RAN2#112-e meeting, we cannot assume that the network will always have UE accurate location info for SMTC window configuration. Therefore the SG can at most compensate for the combined feeder link propagation distance between the serving and neighbour satellites at the time when the SMTC/measurement gap is configured for the UE. From [5], we have the maximum cell size as 1000km which would take ~145s for a satellite in a 600km orbit to traverse. In other words, the maximum duration that the UE can remain in the serving cell after the SMTC/measurement gap is configured is 145s.
Similar to the computation for the access link, over this 145s duration, the maximum change in feeder link delay in the worst case would be:
ΔLfeeder = (LSGSS_max – LSGSS_min) + (LNGNS_max – LNGNS_min) = (1932 - 995) + (1932 - 995) = 1874km.
This would correspond to a drift in feeder link timing, ΔTfeeder of 6.2467ms.
Total drift in timing between serving and neighbour satellites
On combining the maximum drift in access and feeder link timing, we have a total drift in timing between serving and neighbour satellites of 7.6ms (ΔLaccess + ΔLfeeder).
Observation 2: The maximum drift in timing between serving and neighbour satellites at 600km, when the serving and neighbour satellite footprints overlap for a period of 30s is 7.6ms.

2.3 Enhancements for neighbour satellite measurements
In RAN2#112-e meeting, some solutions for addressing this problem have been discussed [2][3][4]. It was agreed that legacy SSB periodicities other than 5ms will be supported in NTN. Additionally, it is assumed that the network may not always have the accurate UE location to adjust the STMC and measurement gaps accordingly.
We illustrate a typical SSB pattern with 20ms periodicity in Figure 3 below.
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[bookmark: _Ref60929576]Figure 5 Example for a typical SSB pattern

As mentioned in Section 2.2, due to the serving and neighbour cell satellite movement, an SMTC/measurement gap (linked to serving cell timing) may not always align with neighbour cell SSB transmission as illustrated in Figure 4 below. At time T1, the neighbour cell SSB may fall within the measurement window. However at a later time T2, as the propagation delay over the serving satellite increases (as it moves away from the UE and the GW) and the propagation delay over the neighbour satellite decreases (as it moves closer to the UE and the GW), the neighbour satellite SSB can fall out of the measurement window.
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[bookmark: _Ref60929884]Figure 6 Misalignment of measurement gaps and SSBs in LEO NTN

To resolve the issue, we suggest that additional SSB(s) close in time to the existing SSB (i.e. a non-uniform SSB burst pattern) can be configured to ensure that at least one neighbour cell SSB will always fall within the serving cell measurement gap as illustrated in Figure 5 below. Given that the measurement window is typically 5ms, one additional SSB spaced 3-5ms should be sufficient to account for the max 7.6ms drift in timing between serving and neighbour satellite.
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[bookmark: _Ref60929873]Figure 7 Solution with additional SSBs

Furthermore, these additional SSBs can be configured such that they are only transmitted around measurement gap occasions, as illustrated in Figure 6 below, resulting in just a 50% SSB overhead increase over the baseline mechanism shown in Figure 4.
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[bookmark: _Ref60929846]Figure 8 Additional SSBs around measurement gap occasions (40ms periodicity)

On the other hand, if the measurement gaps are 80ms apart, the SSB overhead increase would be just 25% as illustrated in Figure 7 below.
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[bookmark: _Ref60929827]Figure 9 Additional SSBs around measurement gap occasions (80ms periodicity)

Given that the misalignment between serving and neighbour cells only takes place when the serving and neighbour satellites are different, these additional SSBs are only required to be transmitted on the edge beams of a satellite. As a result, the SSB overhead increase in the system would be significantly lowered.
With this solution, there is no need to extend the SMTC window or measurement gap. No significant overhaul of measurement requirements is required, as the procedure and performance would be largely similar to terrestrial networks. Furthermore, the network does not require additional parameters from the UE such as its location in order for connected mode measurements to take place successfully. We therefore propose:
Proposal 2: An additional SSB close in time to the existing SSB can be configured to ensure that at least one neighbour cell SSB will always fall within the serving cell measurement window (SMTC/measurement gap).

3 Conclusion
In this contribution, we have the following observations and proposals on SMTC and measurement gaps for NR-NTN:
Observation 1: Enabling the UE to reliably perform neighbour cell measurements during the SMTC windows and measurement gaps is critical, otherwise the handover performance for the LEO NTN use case will be negatively impacted, which will cause a severe degradation in end-user experience.
Proposal 1: RAN2 will study enhancements for LEO NTN deployments, to ensure that a neighbour satellite can be discovered and measured within SMTC and measurement gap windows.
[bookmark: _GoBack]Observation 2: The maximum drift in timing between serving and neighbour satellites at 600km, when the serving and neighbour satellite footprints overlap for a period of 30s is 7.6ms.
Proposal 2: An additional SSB close in time to the existing SSB can be configured to ensure that at least one neighbour cell SSB will always fall within the serving cell measurement window (SMTC/measurement gap).
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