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1. Introduction

In the new WID of enhanced IIoT and URLLC support for NR, the following objective about RAN enhancements on new QoS parameters is included [1]:
	1. RAN enhancements based on new QoS related parameters if any, e.g. survival time, burst spread, decided in SA2. [RAN2, RAN3] 


SA2 has made some progress about new QoS related parameters, e.g. survival time. A LS [2] on use of survival time has been sent to RAN2. In the LS, SA2 request RAN2 to provide feedback on the preference of survival time definition, as well as information about whether receiving survival time is sufficient for RAN to address the performance targets (same survival time but different communication service availability). In the last RAN2 meeting, the LS has been discussed, and the following agreement has been made:
Agreements 


=>
Time period during which “message loss” can be tolerated is adopted as the preferred format for Survival time.  FFS how this will be achieved and what message loss means in RAN2

The second issue was also discussed but with no consensus. In this paper, we will briefly review SA2’s progress on the new QoS related parameters, then we analyse potential RAN2 enhancements based on the QoS parameters.
2. Discussion
2.1 Potential RAN2 enhancements based on survival time
2.1.1 SA2’s progress on survival time
TS 22.104 [3] provides the requirements of survival time for different categories of vertical applications. According to the following Table-1, which is partly extracted from Table 5.2-1 in clause 5.2 of TS 22.104, the survival time of a motion control application equals to one transfer interval of the traffic. Thus, a motion control system is still working if only one message is lost, while the system will transition into a down state if two consecutive messages are lost. In order to guarantee the service availability, 5GS shall try its best to avoid the system enters down state, by resuming successful message transmission before the survival time expires.
Table-1 Periodic deterministic communication service performance requirements
	Influence quantity
	

	Message size [byte] (note 12a)
	Transfer interval: target value (note 12a)
	Survival time (note 12a)
	UE 
speed (note 13)
	# of UEs
	Service area 
(note 3)
	Remarks

	50
	500 μs 
	500 μs
	≤ 75 km/h
	≤ 20
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	40
	1 ms 
	1 ms
	≤ 75 km/h
	≤ 50
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	20
	2 ms 
	2 ms
	≤ 75 km/h
	≤ 100
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)


In SA2 #136AH meeting [4], it was agreed to add a key issue to TR 23.700-20 [5], which is on the use of survival time for deterministic applications in 5GS. This key issue is about how to transfer the survival time to RAN, i.e., how 5GS acquires the survival time. SA2 has studies whether 5GS can acquire survival time via interworking with CNC. In SA2 #139e meeting, SA2 sent a LS [6] to IEEE to enquire whether CNC is able to provide survival time that the 5GS can use for traffic processing. A LS [7] has been replied by IEEE. In the response, IEEE has clarified that the term “survival time” is not used in IEEE 802.1 TSN standards. A related application-centric communication characteristics is “tolerance to loss”. But the CNC does not communicate characteristics of applications or TSN streams towards the bridges, and may not even be aware of such information. Thus, IEEE TSN does not provide survival time via CNC.
However, based on SA2’s further evaluation as depicted in clause 7.3 of TS 23.700-20, SA2 agreed that AF can acquire survival time information, e.g. survival time can be pre-configured in the TSN AF, or survival time can be received by any AF from an application via direct provisioning or via other means which would be out-of-scope for 3GPP. 
Observation 1: Survival time can be pre-configured in the TSN AF, or can be obtained by any AF from an application.
Furthermore, in the SA2 #140e meeting, SA2 concludes that survival time is transferred as part of the TSCAI parameter. Survival time can be included in the TSC Assistance Container and delivered to PCF in an AF request by NEF or by TSN AF, and can be further provided to SMF by PCF. If the survival time is specified by the AF in units of “time” with respect to TSN working time domain burst periodicity, then the survival time needs to be mapped to the 5GS time domain by the SMF based on latest cumulative rateRatio between the TSN time and 5G time, as explained in [5]. SMF can determine survival time referring to 5G time and sends it to the NG-RAN as part of TSCAI. Besides, in the last SA2#141e meeting, it is stated if survival time information is the maximum number of consecutive message transmission failures, SMF translates the maximum number of consecutive message transmission failures to “time” unit based on TSCAI periodicity parameter and determines the “survival time”.
Observation 2: Survival time can be transferred as part of the TSCAI parameter and can be obtained by RAN node from SMF.

2.1.2 Survival time state determination
After obtaining the survival time for deterministic applications, the next issue is how RAN can use survival time for traffic processing. RAN shall avoid that an application enters survival time state, and in case an application enters survival time state, RAN shall try its best to guarantee successful retransmission before the survival time expires. In order to achieve such goal, one important aspect is that RAN shall be aware of whether an application may enter survival time state, e.g. RAN shall be able to perform the detection of failed message transmission in time. The application enters survival time state when an anticipated message is lost. In 5GS, a packet may be lost or delayed during N3 transmission or Uu interface transmission. The detection of packet loss during N3 transmission belongs to the scope of RAN3, and we only focus on RAN side transmission here. In order to determine the survival time state of an application, RAN shall be able to detect a packet loss or a delayed arrival against its due time of a packet during Uu transmission. 
Based on the current RAN protocol, a packet loss can be detected by the receiver at PDCP layer, RLC layer or MAC layer. At PDCP/RLC layer, a packet loss is detected when a SN gap occurs, i.e. a PDCP SDU with SN=x has not been received while a PDCP SDU with SN not less than x+1 is received. In other words, the loss of a packet can be detected when a later transmitted packet (with a larger SN) is received before this expected packet. There may exist a risk that several consecutive packets have already been lost during Uu transmission before the receiver becomes aware of the occurrence of packet loss. For example, as shown in the following Fig.1, for a motion control application whose survival time equals to service periodicity (the transfer interval), if two consecutive PDCP SDUs with SN=x and x+1 are lost, the receiver can detect the loss of these two packets only when PDCP SDU with SN=x+2 has been received. However, when PDCP SDU with SN=x is not received before the due time of the packet, the application will enter survival time state. When PDCP SDU with SN=x+1 is not received before its due time, the survival time may expire. Thus, the application will transition into down state before the receiver can successfully detect packet(s) loss. On the transmitter side, packet loss can be known only if a feedback is received from the receiver, e.g. RLC status PDU, which indicates a packet has not been correctly received. RLC status feedback is not timely, e.g. the feedback delay may be in tens of milliseconds. Besides, PDCP status feedback is only supported at some specific scenarios, e.g. handover. Hence, the transmitter’s awareness of packet loss could be much later than the deadline of the packet. Based on the above analysis, the SN gap based detection method at PDCP/RLC layer is not timely and sufficient for survival time state detection.
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Fig.1 Packet loss detection by PDCP/RLC layer based on SN gap
Another option for packet loss detection based on current RAN protocols is to perform the detection at MAC layer. When a TB is not correctly decoded at the receiver, it is possible that the packets included in the TB will be lost. However, in this case, the receiver has no prior knowledge of which PDCP SDUs have been included in the TB. When a TB is not correctly decoded, the receiver can only blindly guess whether a PDCP SDU or a packet belonging to a specific application may be lost. If HARQ NACK is received by the transmitter, the transmitter can be aware of a TB loss. Likewise, the transmitter doesn’t know whether a PDCP SDU or a packet of a specific application is not correctly received, since the transmitter doesn’t need to remember which specific PDCP SDUs are multiplexed into a TB according to current specifications. Based on the above consideration, packet loss detection based on HARQ transmission is still insufficient for survival time state determination.
Observation 3: Packet loss detection based on current RAN protocols is not timely and sufficient for survival time state determination.
In order to implement timely survival time determination, we think some RAN protocol enhancements need to be considered. In SA2, it is stated that survival time is conveyed together with TSCAI Periodicity parameter, which means an application with survival time will always generate messages periodically. Such periodical characteristic can be utilized for survival time state determination at RAN side. One straightforward method is to apply a timer in RAN to perform fast packet loss detection. As shown in the following Fig.2, a timer is maintained at the receiver side. Each time when a packet is successfully received, the timer can be started/restarted. If no packet is successfully received before the timer expires, the receiver side can declare a packet loss during Uu transmission. 
Compared with the SN gap based packet loss detection illustrated in Fig.1, timer based packet loss detection is faster, as the receiver can detect packet loss at least one interval earlier. The length of the timer can be set as burst periodicity, or periodicity plus a delta value which reflects the jitter of Uu transmission of a packet. The details can be further studied.
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Fig.2 Packet loss detection based on timer
Proposal 1: Timer based packet loss detection can be considered for survival time state determination at RAN side.

The transmitter shall benefit from the timer based packet loss detection on the receiver side as well. Currently, the awareness of packet loss at the transmitter side is based on feedback from the receiver. Based on above analysis, we can find that current feedback methods for packet loss detection is quite slow. In order to assist transmitter’s quick detection of packet loss, fast feedback enhancements can be considered in RAN. For example, when a packet loss is detected by the receiver, the receiver can notify the transmitter of packet loss via a fast feedback mechanism. If the transmitter is with a scheduler, then the transmitter can boost the transmission reliability of later packets. One enhancement can be that, in case a packet loss is detected at the receiver, a RLC/PDCP status PDU is triggered to notify the packet loss to the transmitter.
Besides for uplink transmission, when there is no HARQ feedback, some other signalling can be viewed as feedback for the transmission, e.g. retransmission scheduling DCI. This can be further considered in Rel-17 IIoT.
Proposal 2: Fast feedback enhancements can be considered for survival time state determination in RAN.
2.1.3 Survival time expiry avoidance
If a packet loss is detected and the application enters survival time state, RAN side shall try to avoid that survival time expires, i.e. try to guarantee the successful delivery of the next message before its deadline. The network shall boost the transmission reliability for the next message. In pervious RAN2 meetings, there are some suggestions that network implementation can completely handle this issue. We think for downlink transmission, network implementation may be able to resolve this issue to some extent. However for uplink transmission, network implementation might not be sufficient.
One straightforward and efficient way to improve service reliability is PDCP duplication scheme, and downlink PDCP duplication is completely up to network implementation. As long as the loss of a downlink packet is detected by the network, network can simply duplicate the next message and transmit the duplicated packets through multiple logical channels. However, for uplink transmission, duplication activation/deactivation for a DRB is controlled by the network via a MAC CE, which is not quick enough to guarantee survival time expiry avoidance. For example, when the network detects an uplink packet is lost, the gNB can generate a Duplication RLC Activation/Deactivation MAC CE [8] to activate the duplication for a specific DRB, and send the MAC CE to the UE. The MAC CE is transmitted to the UE after at least one HARQ attempt. Besides, a certain period of time is needed by the UE to decode the MAC CE and activate duplication for a DRB. Such procedure can cost several milliseconds. Consequently, the next message might not be successfully transmitted by the UE in time, especially for a motion control application with e.g. 0.5 millisecond periodicity. Based on the above analysis, we think at least for uplink data transmission, RAN enhancements for survival time expiry avoidance need to be specified.
Observation 4: At least for uplink data transmission, RAN enhancements for survival time expiry avoidance need to be specified.
One way forward of RAN enhancements is UE-based PDCP duplication activation/deactivation. PDCP duplication is introduced in NR Rel-15, where each PDCP data PDU can be duplicated as two copies and sent through two separate legs. In NR Rel-16, PDCP duplication is further enhanced. CA based duplication or CA+DC based duplication with up to four legs are supported. PDCP duplication can effectively improve the transmission reliability of packets with cost of more radio resources used. In both Rel-15 and Rel-16, network controls the duplication activation/deactivation through MAC CEs. As discussed above, network controlling is not timely. In NR Rel-16, UE-based PDCP duplication activation/deactivation scheme has been proposed and partly discussed, e.g. UE autonomously activates the PDCP duplication if packet loss is detected by the UE or if radio link deteriorates. UE can autonomously deactivate the PDCP duplication if consecutive packets are successfully transmitted or if the radio link recovers. This scheme is beneficial to reduce the latency of network controlling duplication activation/deactivation. We suggest UE-based PDCP duplication activation/deactivation can be considered for survival time expiry avoidance.
Proposal 3: UE-based PDCP duplication activation/deactivation can be considered for survival time expiry avoidance.

Another way forward is flexible L2 configurations. In order to support various traffic with different service requirements, different L2 configurations can be used for different RBs, e.g. with different LCP restrictions, different timer configurations, etc. In the current spec, L2 configuration for a RB is semi-static, which can only be re-configured through RRC reconfiguration message. For a RB serving an IIoT application with survival time, using a L2 configuration which can guarantee extremely high transmission reliability is costly. In order to achieve the balance between resource efficiency and reliability assurance, a default L2 configuration supporting medium transmission reliability would be preferable. If a packet loss is detected, the RB shall use a “higher-level” L2 configuration which can support more robust transmission in order to avoid survival time expiry. Hence, we think a RB with flexible L2 configurations can be considered. UE shall be able to perform L2 configurations switching for a RB without RRC reconfiguration, e.g. UE autonomously switches L2 configuration and a trigger condition similar to that of UE-based PDCP duplication activation/deactivation can be considered. Network controlled L2 configuration switching can also be considered. The details can be further studied.

Proposal 4: Flexible L2 configurations switching can be considered for survival time expiry avoidance.

2.1.4 Communication service availability
In the SA2 LS [2], SA Request RAN2 and RAN3 to inform SA2 whether receiving survival time is sufficient for NG-RAN to address the performance targets (same Survival Time but different communication service availability for different services) laid out by SA1 in Table 5.2.1 in TS 22.104. In TS 22.104, there is a following description about communication service availability:
	The availability of the communication service is calculated using the accumulated down time. For instance, in case the communication service is expected to run for a time T, the unavailability U of the communication service can be calculated as
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Where Δti is the length of the i-th downtime interval of the communication service within the time period T. The communication service availability A can then be calculated as 

A = 1–U. 


Based on above text, we think the communication service availability has a relationship with the traffic periodicity, the frequency that the application enters down state, and the average length of downtime interval. The frequency that the application enters down state is further decided by the service reliability which indicates the probability of a packet loss, and by the survival time which indicates the number of consecutive lost packets leading to the application’s down state. In order to guarantee the communication service availability of an application, the SMF shall derive the appropriate service reliability according to its communication service availability, survival time, traffic periodicity, as well as its average length of downtime interval. The service reliability will be indicated to the RAN node in the form of 5G QoS parameters, which is enough for RAN node for resource configuration and transmission scheduling. Further indicating communication service availability to RAN node would be unnecessary.
Proposal 5: Communication service availability is not needed for RAN node.

Compared with the communication service availability, we think some additional QoS parameters similar to that in 5G QoS characteristics might be more useful for RAN. For example, the 5G QoS characteristics of the QoS flow can be used by the RAN node to fulfil a moderate/acceptable service reliability. If packet loss is detected, the additional QoS parameters can assist the RAN node to improve the service reliability to a reasonably higher level for survival time expiry avoidance. Such a scheme can guarantee the communication service availability with efficient resource utilization. The additional QoS parameters shall be able to reflect the level of service reliability requirement, and the details of the additional QoS parameters can be further studied.
Proposal 6: Some additional QoS parameters reflecting level of service reliability requirement can be used by RAN for survival time expiry avoidance if RAN detects a message loss. The details can be further studied.
2.1.5 Burst end time
In the last RAN2 meeting, [9] proposes to introduce a new Burst End Time parameter as part of TSCAI that indicates the time when it can expect to receive the last packet within a burst. However, even if a message may be divided into multiple packets, packets belonging to a message are continuously transmitted by the sender. Due to the deterministic nature of TSN network, those packets will arrive at 5GS continuously with more or less fixed intervals. Considering the 5GS will guarantee a fixed CN-PDB for URLLC service, we can assume that packets belonging to a message arrive at RAN side continuously. NG-RAN can derive the packet latest arrival time within a burst periodicity according to Burst Arrival Time and burst size, thus Burst End Time is not necessary to be introduced.
Proposal 7: No need to introduce Burst End Time.
2.2 Discussion on burst spread
In TS 23.700-20, an explanatory description about burst spread is given as the following highlighted part:

	b)
Ability for AF to indicate periodicity, burst size, burst arrival time (as defined in Rel-16 for TSC Assistance information) and Survival Time, optionally burst spread (variation of burst arrival time for DL traffic resulting from jitter on N6, if applicable) along with Time Domain (reference for these parameters) associated with these parameters to the NEF


SA2 only consider burst spread for downlink. Also, in TS 22.104, we cannot find a clear description about burst spread. It seems SA2 has not agreed upon or provided a crystal clear definition about burst spread.
Observation 5: Burst spread for uplink direction is not considered currently in SA2.
Observation 6: SA2 has not provided a crystal clear definition about burst spread.
For downlink traffic, there may be jitter for message transmission on N6 interface. However the impact of jitter can be alleviated by network implementation as discussed for R16 IIOT WI, e.g. the UPF can perform de-jittering by supporting hold and forward functionality. For uplink traffic, maybe UE shall perform some de-jittering function if burst spread is also applicable for uplink traffic. Since SA2 has not provided a clear description for burst spread, we cannot make further RAN2 analysis though. We suggest that RAN2 can consider potential RAN2 enhancements based on burst spread only after SA2 can provide a clear definition for burst spread. RAN2 can send a LS to SA2 to inquire the definition and progress about burst spread.
Observation 7: Network implementation can alleviate the impact of burst spread for DL traffic, e.g. by supporting hold and forward functionality at UPF for de-jittering.

Proposal 8: RAN2 can consider potential RAN2 enhancements based on burst spread only after SA2 can provide a clear definition for burst spread.
Proposal 9: Send a LS to SA2 to inquire the definition for burst spread.
3 Conclusion

In this contribution, we have discussed the new QoS related parameters, e.g. survival time and burst spread. Some potential RAN2 enhancements based on survival time have been analysed. Based on the analysis, we made the following observations and proposals.
Observation 1: Survival time can be pre-configured in the TSN AF, or can be obtained by any AF from an application.

Observation 2: Survival time can be transferred as part of the TSCAI parameter and can be obtained by RAN node from SMF.

Observation 3: Packet loss detection based on current RAN protocols is not timely and sufficient for survival time state determination.

Observation 4: At least for uplink data transmission, RAN enhancements for survival time expiry avoidance need to be specified.

Observation 5: Burst spread for uplink direction is not considered currently in SA2.
Observation 6: SA2 has not provided a crystal clear definition about burst spread.

Observation 7: Network implementation can alleviate the impact of burst spread for DL traffic, e.g. by supporting hold and forward functionality at UPF for de-jittering.

Proposal 1: Timer based packet loss detection can be considered for survival time state determination at RAN side.

Proposal 2: Fast feedback enhancement can be considered for survival time state determination in RAN.
Proposal 3: UE-based PDCP duplication activation/deactivation can be considered for survival time expiry avoidance.

Proposal 4: Flexible L2 configuration switching can be considered for survival time expiry avoidance.

Proposal 5: Communication service availability is not needed for RAN node.

Proposal 6: Some additional QoS parameters reflecting level of service reliability requirement can be used by RAN for survival time expiry avoidance if RAN detects a message loss. The details can be further studied.

Proposal 7: No need to introduce Burst End Time.
Proposal 8: RAN2 can consider potential RAN2 enhancements based on burst spread only after SA2 can provide a clear definition for burst spread.

Proposal 9: Send a LS to SA2 to inquire the definition for burst spread.
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