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1. Introduction
In this contribution we investigate the benefits of two enhancements to increase topological resilience of IAB networks: 1) BAP packet duplications, and 2) BH RLF indication-related procedure enhancements.
2. Discussion
During the email discussion [post111-e][903], several potential enhancements are listed and discussed. The discussion lists up a long list of potential enhancements, and hence analysis of each proposed enhancement is severely restricted. Among the list, we discuss two potential enhancements, BAP packet duplication and BH RLF enhancements, that we think bring significant benefits to IAB networks. 
2.1 Packet Duplication 
In the current IAB network, the utilization of path diversity via packet duplication is severely limited. IAB nodes at the intermediate routes cannot duplicate packets over multiple paths. Currently, for upstream packets, duplication of packets to be forward is only possible at the originating IAB node by using PDCP packet duplication. For downstream packets, it is not clear if the DU side of the intermediate IAB node can arbitrarily duplicate the packets over multiple routes. 
Observation#1: Packet duplication is not possible at the intermediate IABs, losing the chance of increasing transmission robustness and delay reduction in the IAB networks. 
2.1.1 PDCP packet duplication in IAB networks
PDCP packet duplication is nether sufficient nor efficient in IAB networks for the following reasons.  
· In multi-hop IAB network, BH problem may be localized in time and location. In such a local BH problem, it suffices to locally duplicate packets to overcome the local problem. No duplication outside the local problematic area is necessary. However, if packet duplication relies on PDCP packet duplication, packet duplications cannot be localized, and dual packet streams between the source node generating the stream and the destination node should always be transmitted over the end-to-end routing path. Such always-on dual packet streams via PDCP packet duplication would be extremely inefficient, because unnecessary duplicated packets are traversing over the network, wasting significant amount of radio resources. As the IAB network scales, the waste also scales not linearly but exponentially.
· If IAB network is provisioned to conditionally activate PDCP packet duplication only when necessary (on-demand basis) to minimize unnecessary duplications, there will be non-trivial time gap between the detection of BH problems and activation of PDCP packet duplication by the affected source nodes. This is because the occurrence of local BH problem first needs to be reported to the donor node via possibly multi-hops and then the donor node can trigger appropriate procedures to configure PDCP packet duplications towards the affected source nodes/UEs via possibly multi-hops. Such a long time gap or delays would reduce the achievable diversity gain significantly. In worst case, the delays would completely nullify diversity gain in case the duplicate packets arrives at the destination node too late, but only waste radio resources spent in transmitting the obsolete duplicated packets.    
Observation#2: PDCP packet duplication is neither sufficient nor efficient in IAB networks in that PDCP packet duplication would waste unnecessary radio resources and possibly introduce delays due to its end-to-end duplication nature over routing paths. 

2.1.2 Enhancements: BAP packet duplication 
Clearly it is beneficial to maximally utilize diversity gain in multi-hop IAB networks while minimizing utilized radio resources and extra delays being introduced. To achieve this joint goal, the key is to localize diversity, i.e. to enable diversity only when necessary and only where necessary. In the context of packet duplication, it is highly beneficial if packet duplication of a packet stream can be started at the intermediate nodes, not necessarily at the source nodes. This requires BAP protocol entity to be enhanced to support packet duplication functionalities. The packet duplication at BAP can provide the following benefits.
· Packet duplications at the intermediate nodes via BAP packet duplication enables IAB network to duplicate packets only where necessary, thereby minimizing radio resources used for duplications.
· Packet duplications via BAP packet duplication enables IAB networks to duplicate packets only when necessary. Intermediate IAB nodes may be configured to duplicate packets only while they detect BH problems or performance degradation. 
· Packet duplications via BAP packet duplication enables IAB networks to initiate packet duplication without any extra delay that is otherwise introduced by PDCP packet duplication. Intermediate IAB nodes may be configured to duplicate packets as soon as they detect BH problems or performance degradation without reporting the problem and waiting the duplication activation command from donor.  
Given the analysis, it is our view that BAP duplication functionalities with duplication conditions would bring significant benefits to IAB networks in terms of reliability and delay. 
Proposal 1: To introduce packet duplication functionalities in BAP protocol entity.  
2.2 BH RLF-related Enhancements  
2.2.1 Current Procedural Flow around BH RLF indications
We discuss the BH RLF-related enhancements. To analyze the issue of the current BH RLF-related procedure, the fig.1 illustrates the procedural flow around the current BH RLF events, where the node Y and Z have a single parent.  


Figure 1. Current procedural flow around BH RLF indications
If the node Y detects a PHY problem on the link_xy, it starts T310 (point a). If T310 expires (i.e. after spending T_ab), it declares RLF on the link x_y and initiates RRC re-establishment (point b). RRC re-establishment may end up with failure, spending the duration T_bc up to T310+311-. Then node Y sends BH RLF indication to its child node Z (point c), which take another t_tx duration. Upon reception of the indication, the node Z initiate a RRC-reestablishment procedure, spending another t_cd duration up to T310+311-. After the successful re-establishment (point d), the node Y receives RRC reconfiguration to properly configure its lower layers. The operations of node Y can be fully resumed only after the point e. 
During the duration [a, b], the service quality over the link between Y and Z would be very poor. During the duration [b, c], both downstream and upstream transmission are suspended between Y and Z. During the duration [c, d], both downstream and upstream are suspended between Z and W. This means that if node Z receives a packet from node W, it can forward the packet only after the point e, resulting in added delay (t_bc+t_cd+t_de) to the packet. Such amount of delays is unacceptable, and hence the entire packet flow passing through the failed links suffers from severe congestion and packet losses. In short, performance degradation abound BH RLF events is prohibitively severe. 
Observation#3: Topology adaptation based on the current BH RLF indication adds prohibitively delays.

2.2.2. Enhancements: BH RLF indication upon BH RLF detection (type1) 
To reduce delay upon BH RLF, it is crucial to let the child node know the RLF event much earlier than now. To this purpose, we should introduce a new BH RLF indication that is triggered upon detection of BH RLF. 


Figure 2. Procedural flow around BH RLF events using type1 BH RLF indication
The figure 2 illustrates the procedural flow around BH RLF events using type1 BH RLF indication. If BH RLF indication is sent to node Z at the point b, the node Z can immediately start some early recovery action. If the node Z has dual parents, the node Z can perform local re-routing to circumvent the node Y. If the node Z has a single parent, it is possible to trigger early topology adaptation by conditional mobility or re-establishment. This would reduce the added delay from T_bc+T_cd to T’_bc. 
Proposal 2: Introduce a new BH RLF indication that is triggered upon detection of BH RLF.
As discussed above, the subsequent behaviours (node Z) upon reception of type1 BH RLF indication should be defined. We consider the followings are beneficial as subsequent actions:
· Local re-routing without changing the parent. This is applicable in case the node Z is connected to dual parents
· Early re-establishment to change the parent .This is for the case the node Z is connected to a single parent
· Conditional mobility to change the parent. This is for the case the node Z is connected to a single parent or dual parents.  

2.2.3 Enhancements: BH RLF indication upon recovery of BH RLF (type2)
Suppose that an IAB node declared BH RLF and has performed re-establishment. In case the re-establishment is successful, if the IAB node notifies the recovery success to its child nodes, the child nodes can resume using the backhaul toward the IAB node. 


Figure 3. Procedural flow around BH RLF events using type2 BH RLF indication
The figure3 illustrates the procedural flow of BH RLF events using type2 indication. At point b, the node Z stops using the BH_yz. Upon reception of type2 BH RLF indication at point b’’, the node Z can resume using the BH_yz. In case the node Z has performed local re-routing after the point b without topology adaptation (i.e. no parent change), the node may revert the re-routing such that the routing towards Y from Z is resumed. In case the node Z has performed a topology adaptation by changing its parent from Y to other node after the point b, the node may revert back to node Y as its parent. Reverting to the node Y based on is beneficial in that the topology is maintained as originally planned. 
Proposal 3: Introduce a new BH RLF indication that is triggered upon recovery from BH RLF
Again, the subsequent behaviours (node Z) upon reception of type2 BH RLF should be defined. We think the same mechanism in Proposal2 are all applicable to this.  
We can consider the following actions performed by the IAB node upon reception of type2 BH RLF indication
· Local re-routing without changing the parent. This is applicable in case the node Z is connected to dual parents
· Early re-establishment to change the parent .This is for the case the node Z is connected to a single parent
· Conditional mobility to change the parent. This is for the case the node Z is connected to a single parent or dual parents.  

3. Conclusion 
In this contribution we discuss two potential enhancements, BAP packet duplication and BH RLF enhancements that we think bring significant benefits to IAB networks. 
BAP packet duplications
Observation#1: Packet duplication is not possible at the intermediate IABs, losing the chance of increasing transmission robustness and delay reduction in the IAB networks. 
Observation#2: PDCP packet duplication is neither sufficient nor efficient in IAB networks in that PDCP packet duplication would waste unnecessary radio resources and possibly introduce delays due to its end-to-end duplication nature over routing paths. 
Proposal 1: To introduce packet duplication functionalities in BAP protocol entity.  

BH RLF indication enhancements
Observation#3: Topology adaptation based on the current BH RLF indication adds prohibitively delays.
Proposal 2: Introduce a new BH RLF indication that is triggered upon detection of BH RLF.
Proposal 3: Introduce a new BH RLF indication that is triggered upon recovery from BH RLF
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