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1. Introduction
During RAN2 #111-e meeting, it was concluded that:
· RAN2 will study slice-based RACH resources/configuration and RACH parameters prioritization to enable UE’s fast access for the intended slice.

In this contribution, we share our considerations on these solution directions and propose an additional solution to enable RACH prioritization.
 2. Discussion
2.1 RACH prioritization
RACH prioritization consists in sharing a common PRACH configuration and applying different scalingFactorBI and powerRampingStepHighPriority parameters in the RACH-ConfigDedicated IE: 
RA-Prioritization ::=           SEQUENCE {
    powerRampingStepHighPriority    ENUMERATED {dB0, dB2, dB4, dB6},
    scalingFactorBI                 ENUMERATED {zero, dot25, dot5, dot75}                               OPTIONAL,   -- Need R
    ...
}

Therefore, RACH prioritization allows:
1) Better probability of early successful RA for higher priority UEs (less backoff and higher power ramping)
2) Better QoS on the long term for higher priority UEs (lower priority UEs are spread in time thanks to the higher BI)
However, this does not guarantee fast access, even in case of success, if the next PRACH resource is in a long time. Depending on PRACH configuration, this can be between every 1ms and every 160ms.
Moreover, prioritization mainly allows better QoS over time by spreading failing UEs in time. In case of a local spike in traffic (e.g. event-triggered communication), all UEs sharing the same resource are likely to initially fail, including on high priority slices.
Observation 1: RACH prioritization does not guarantee fast access to RA for high priority slices and RACH prioritization alone may not solve the problem of fast cell access.
2.2 RACH partitioning
PRACH configuration is indicated by the SIB1 and is common to all UEs of a cell in legacy NR. UEs need to know this configuration before initial access, although it can be modified after a first connection or during HO through the RACH-ConfigDedicated IE.
There are a total of 256 different PRACH configurations, as described in Table 6.3.3.2-2 of TS 38.211, which include the position of the PRACH within a superframe (0 to 9) and their periodicity. Most these configurations, if configured separately for different slices on the same cell, would however overlap, e.g. “every subframe 1” and “every subframes 1 and 6” overlap on subframe 1. Therefore, the number of separated configurations that the gNB can configure is limited. To be precise, the number of non-overlapping PRACH configurations cannot exceed 5. On the other hand, the network can consist of hundreds of slices, even with a limited number of Slice Service Types.
Observation 2: The number of separated (i.e. non overlapping) PRACH configurations can be a limiting factor and QoS cannot be guaranteed for more than a handful of slices.
It is however unlikely that a cell will implement hundreds of slices and if it does, only a fraction of them will require separated RACH. Furthermore, the network can make use of preamble partitioning to assign specific preamble pools (e.g. preambles 0 to 15 of a certain set of 64 preambles) to specific slices on top of or instead of multiple PRACH configurations.
Observation 3: Considering the realistic number of slices available in a cell, slice-based RACH partitioning will be feasible and useful.
Yet, it would be preferable to clarify a realistic number of high priority slices that would require RACH resource separation. Indeed, the highest priority use case of URLLC is only considered for CONNECTED state and that only leaves high priority use cases such as emergency services or “gold memberships”.
Proposal 1: RAN2 to discuss a number of slices that will be required to support slice-based RACH partitioning.
2.3 Slice-based 2-Step RACH selection
2-Step RACH was introduced in Release 16 with, among other goals, to allow UEs fast access to PUSCH resources. To ensure decodability of said PUSCH message without UL synchronization from TA command, a new msgA-rsrp-Threshold IE was introduced as well as a ΔMsgA_PUSCH power offset. This effectively reduces the number of UEs allowed to select 2-Step RACH and allows UEs to use more power during MsgA_PUSCH to increase RA success probability.
Signalling slice-specific msgA-rsrp-Threshold and ΔMsgA_PUSCH would effectively allow faster access to the intended slice for high priority slices. This solution also allows fine tuning of slices priorities and enables RACH isolation. Indeed, UEs not meeting its slice-defined RSRP threshold would fallback to 4-Step RACH.
Proposal 2: RAN2 to study slice-based RSRP thresholds for selection between 2-Step and 4-Step RACH.
3. Conclusion
In this contribution, we observed and proposed the following:
Observation 1: RACH prioritization does not guarantee fast access to RA for high priority slices and RACH prioritization alone may not solve the problem of fast cell access.
Observation 2: The number of separated (i.e. non overlapping) PRACH configurations can be a limiting factor and QoS cannot be guaranteed for more than a handful of slices.
Observation 3: Considering the realistic number of slices available in a cell, slice-based RACH partitioning will be feasible and useful.
Proposal 1: RAN2 to discuss a number of slices that will be required to support slice-based RACH partitioning.
Proposal 2: RAN2 to study slice-based RSRP thresholds for selection between 2-Step and 4-Step RACH.
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