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1 Introduction
NR IIoT constitutes a continuum of requirements and enhancements, some of which pertaining to industrial automation were completed in Release 16, and the remaining enhancements which can enable accessing the market beyond Time Sensitive Network (TSN)  solution are included in Release 17 WI [1]. Integration of 5G into TSN for support of Time Sensitive Communication (TSC) is a promising enabler for various verticals in industrial IoT including control-to-control communication in factory automation, and electrical power distribution through smart grids. Release 17 NR IIoT includes the support of UE-to-UE communication where the TSN GM clock can be located at the device end, connected through a DS-TT to a UE, in addition to supporting the legacy option of downlink clock synchronization where the TSN GM is at the network side. To meet the stringent clock synchronization budget requirements, RAN2 has agreed to introduce propagation delay compensation for the improvement of UL time synchronization. In RAN2 # 111e, mobility aspects of the timing synchronization were also discussed without reaching any conclusion. This contribution discusses the enhancements under the NR_IIoT WI for the support of time synchronization in Release 17. The issue of propagation delay compensation with detailed synchronization error analysis, and accurate reference time information in mobility scenarios (e.g. during handover) is put forth.
2 Discussion
[bookmark: Proposal_Pattern_Length]Synchronization Accuracy Analysis
The topic of propagation delay compensation was discussed in the last RAN2 # 111e meeting, and a post-meeting email discussion was held with the following objectives
[NR/URLLC][924] – Propagation delay for TSN (Nokia)
1st phase: Agree on baseline scenarios and then for each scenario the high-level breakdown on the delay components and agree on assumptions.  Identify the aspects that RAN1 should investigate
2nd phase: Identify the set of possible options to continue investigating and how they address each component

Based on the email discussion in RAN2 and the RAN1 agreements made in RAN1 # 102e, baseline scenarios of control-to-control communication and smart-grid use case are to be analysed to assess the potential propagation delay compensation enhancements required for Rel 17 NR IIoT. The clock synchronization service performance requirements for the 5G system, provided in TS 22.104 Table 5.6.2-1 [2], for the two scenarios are as given below
Table 1: Clock synchronization service performance requirements for the 5G System
	User-specific clock synchronicity accuracy level 
	Number of devices in one Communication group for clock synchronisation
	5GS synchronicity budget requirement 
(note)
	Service area 
	Scenario

	2
	Up to 300 UEs
	≤900 ns 	
	≤ 1000 m x 100 m
	· Control-to-control communication for industrial controller

	4
	Up to 100 UEs
	<1  µs
	< 20 km2
	· Smart Grid: synchronicity between PMUs



Of the two identified baseline scenarios, for the control-to-control communication use case, two-placements of the 5G GM are considered; (i) Scenario 1 where the TSN GM is at the network side so a single Uu interface is considered for the synchronization analysis, and, (ii) Scenario 2 where the TSN GM is connected to a device behind the UE such that for UE-to-UE communication, two Uu interfaces (UE1  gNB  UE2) need to be considered for the synchronization analysis. Now we present an overview of the error sources contributing to the overall synchronization accuracy.
The achievable time synchronization accuracy between the gNB and TSN GM clock must be less than the 5GS synchronicity budget requirement for the respective scenario as given in Table 1.  At a higher level, the end-to-end synchronization error budget can be split into three parts
· Network error, : Arises due to the timing sync error of 5GS GM to gNB and depends on the backhaul type and network architecture. Factors such as distance of the UPF from the gNB, CU-DU split etc affect this error component. It also includes the referenceTimeInfo-r16 IE granularity error, .
· RAN error, : Accounts for the synchronization errors encountered over the Uu interface.
· Device error, : Includes the time synchronization error between the DS-TT and UE modem, and UE internal error. 
Table 2 below shows a summary of the error contribution from the network and device part, and an estimate of the remaining Uu budget based on the end-to-end 5GS synchronicity budget in Table 1 for the three agreed scenarios listed below
· Scenario 1: control-to-control communication use-case with single Uu interface, where the TSN GM is at the network side
· Scenario 2: control-to-control communication use-case with two Uu interfaces, where the TSN GM is connected to a device behind the UE 
· Scenario 3: smart-grid communication use-case with single Uu interface assuming DL timing synchronization
Here the Uu error budget is calculated as agreed in the post-meeting email discussion [924] [4]
Uu error budget = 5GS synchronicity budget – 
Since the network and device budget are not finalized in RAN2, the minimum and maximum value of the Uu budget are calculated by assuming the minimum and maximum values for each of  and . For example, for the single Uu interface



Table 2: Summary of Uu budget
	Error Part
	Scenario 1
	Scenario 2
	Scenario 3

	
	[100,160] ns
	2x[100,160] ns
	[100,160] ns

	
	±5 ns
	2x±5 ns
	±5 ns

	
	[50, 100] ns
	2x[50 ,100] ns
	[50, 100] ns

	E2E budget
	≤900 ns
	≤900 ns
	≤1000ns

	Uu budget [min, max]
	[635, 745]ns
	[370, 590]ns
	[735, 845]ns



[bookmark: pro1]Proposal 1: RAN2 to agree and provide the above Uu budget analysis to RAN1.
In the Appendix, we provide a breakdown of the error components over the Uu interface and include details of synchronization error analysis based on the constituent error values. Table 3 below shows a summary of the error contribution from the RAN part as derived from our error analysis. The analysis is presented for the three considered scenarios, for SCS 15 kHz and 30 kHz, without propagation delay compensation (), using the legacy propagation delay estimation method based on timing advance as used in NR Rel 16 () [3], and using pre-compensation at the gNB (with detailed discussion in section 2.2) . Details on how these values are computed are in the appendix. We also highlighted in red the cases where it cannot meet the Uu budget for information. 
Table 3: Summary of expected error in RAN (over Uu)
	
	SCS 15 kHz
	SCS 30 kHz

	RAN Error
	Scenario 1
	Scenario 2
	Scenario 3
	Scenario 1
	Scenario 2
	Scenario 3

	Uu budget [min, max]
	[635, 745]ns
	[370, 590]ns
	[735, 845]ns
	[635, 745]ns
	[370, 590]ns
	[735, 845]ns

	
	538 ns
	1076 ns
	>2000ns
	408 ns
	816 ns
	>2000ns

	
	505 ns
	945 ns
	505 ns
	375 ns
	685 ns
	375 ns

	
	310 ns
	555 ns
	310 ns
	245 ns
	425 ns
	245 ns



Based on the results presented in Table 2 and Table 3, we can draw some conclusions about each of the three scenarios:
1) Scenario 1
Maximum value of  without PDC = 538 ns < Minimum value of Uu error budget = 635 ns
This would imply that even without propagation delay compensation, owing to the small cell sizes, the synchronicity requirement can be met.
[bookmark: pro2]Proposal 2: For control-to-control communication, assuming small inter-site distances (<= 50 m), the synchronization budget requirements for Rel 17 NR can be met without propagation delay compensation for SCS 15kHz and SCS 30 kHz for a single Uu interface.
2) Scenario 2
Maximum value of  without PDC = 1076 ns > Minimum value of Uu error budget = 370 ns
This would imply that without propagation delay compensation, the synchronicity requirement is violated. Using the legacy TA based method from Release 16, we obtain: maximum value of  with legacy TA method PDC = 945 ns > Minimum value of Uu error budget = 370 ns, therefore the legacy based compensation is not enough to meet the synchronization budget requirement. 
[bookmark: pro3]Proposal 3: For control-to-control communication, propagation delay compensation is always required for the case of two Uu interfaces or UE-to-UE timing synchronization. The legacy TA based method for propagation delay compensation does not meet the Rel 17 5GS synchronicity budget requirements in such case.
However, in some cases, pre-compensation at the gNB may be utilized. From the results in Table 2, we see that for Scenario 2, for both SCS = 15kHz and 30kHz, therefore pre-compensation at the Network can reduce the propagation delay estimation error in such cases.
[bookmark: pro4]Proposal 4: For control-to-control communication, pre-compensation at the Network may be useful to meet the Rel 17 5GS synchronicity budget requirements for the case of uplink timing synchronization in TSN (with two Uu interfaces).
3) Scenario 3
Due to large ISD (500m, 1732 m) assumed for smart grid use-case, we see that even under the most relaxed Uu budget (maximum Uu budget), propagation delay compensation is required. Following a similar analysis as Scenario 1 above, we see that the TA based compensation method is sufficient to meet the synchronicity requirement.
[bookmark: pro5]Proposal 5: For smart grid communication, propagation delay compensation is always required. The legacy TA based method for propagation delay compensation method is sufficient to meet the Rel 17 5GS synchronicity budget requirements for smart-grid scenarios.
Propagation Delay Compensation at the gNB
Timing Advance (TA) value can be used to compensate for the timing misalignment between UL transmissions of different UEs due to their respective propagation delays which can vary based on their distances from the gNB. Timing advance updates are signalled by the gNB to the UE to adjust the uplink drift in frame timing relative to the downlink frame timing. Based on our analysis in section 2.1 and proposal 4, we see that in some cases, for example the control-to-control communication scenario with two Uu interfaces,  it is possible for the network to better estimate and pre-compensate for the propagation delay on a per-UE basis and use the UE-specific signalling to indicate and/or fine tune the indicated time reference. This is because the UE based compensation is dependent on the TA command granularity from the gNB while on the other hand, the gNB is aware of the TA information for all UEs and is therefore not impacted by the TA granularity. Network compensation can hence avoid error components in the propagation delay compensation arising due to TA estimation at the UE side as evident from the error modelling equations provided in the Appendix. In Release 17, we therefore propose that the gNB have the flexibility to perform propagation delay compensation. Similar to Release 16, as in the case of UE compensation, the details of the propagation delay compensation method can be left to the gNB implementation. 
The reference timing, however, becomes inaccurate if both the network and the UE apply the propagation delay compensation, or in other words double compensate. It is therefore imperative to introduce some measure to indicate to the UE when pre-compensation has been applied by the gNB to avoid double compensation of the propagation delay at both the UE and the network side. It was proposed in R2-2001047 [5] that an optional field delayCompensationAllowed may be introduced in the IE ReferenceTimeInfo but it was not agreed and was initially left FFS whether the network can indicate to the UE to not do delay compensation for unicast and broadcast scenarios. This proposition was discussed again in the next meeting but there was no full majority for agreement. For broadcast scenario, individual UEs can perform the propagation delay compensation at the device end and hence there is no need for the network to do the propagation delay compensation. For the unicast case, however, either the gNB or the UE may perform propagation delay compensation, in which case the network can provide RRC signalling for configuration to disable propagation delay compensation at the UE. 
[bookmark: pro6]Proposal 6: Propagation delay compensation can be performed at the network side by the gNB in addition to legacy operation i.e. at the UE side. 
[bookmark: pro7]Proposal 7:  Network indicates to the UE (e.g. via a unicast RRC signalling) when pre-compensation has been performed by the gNB.
Timing Synchronization maintenance during mobility
In this section we discuss timing synchronization continuity in mobility scenarios (e.g. during handover). The procedure for exposure of time synchronization is provided in SA2 solution # 7 and 8 in TR 23.700-20 [6], which describes the process for the AF to request time synchronization with specified requirements and supply information to be used to configure the time synchronization procedure for connected devices. When the 5GS time source is used by the 5GS, either the UPF/NW-TT is configured to create the gPTP message for conveying the timing information as seen in method 2 in 23.700-20 [6] or the 5G-AN provides a 5G reference time to the UE via the 3gpp radio layer e.g. via SIB/RRC messages. It is assumed that the 5G internal system clock is made available to all user plane nodes in the 5G system. Note that in the SA2 solutions in TR 23.700-20 [6] regarding timing synchronization exposure method, the UE impact is only in the NAS layer with no potential RAN impact identified. Moreover, timing synchronization maintenance in handover is not captured in these SA2 solutions. 
[bookmark: pro8]Proposal 8: Given the current SA2 discussion, no issues are identified regarding timing synchronization in mobility.

Nonetheless, if it is considered relevant to discuss timing synchronization maintenance during handover in high mobility and time critical environments, we can refer to the control-to-control communications use-case in TS 22.104 [2] with the stringent 5GS synchronization budget of 900 ns. For handover scenarios, the target gNB can know if the UE requires reference time from the UEAssistanceInformation sent by UE [7].  In addition, the source gNB can provide reference time information to UE proactively e.g. when deciding to perform handover, enabling the target gNB to be synchronized to the 5GS within several seconds after handover such that the synchronization requirement can be satisfied, hence ensuring synchronization continuity. The UE only needs to be provided with reference time when the clock drift between UE clock and 5GS time  the synchronization budget. Based on the RAN4 requirement on frequency error in TS 38.101-1 [8], “the UE modulated carrier frequency shall be accurate to within ±0.1 PPM observed over a period of 1 ms compared to the carrier frequency received from the NR Node B.” This implies that the UE can afford a maximum clock drift of ±0.1 PPM which is equivalent to 0.1us per second. For time synchronization with 5G network, under the reference clock model, where 5sthe overall drift considering both gNB and UE with respect to the TSN GM becomes 0.2us per second. This implies that to adhere to the precision requirement of 1us as given in D.3 TS 22.104 [2], the network needs to deliver the reference time at most every 5s (a conservative approach would be a refresh time of 1s as discussed in R2-2004585 [9]). This implies that once the UE indicates that it requires reference time information using UEAssistanceInformation, it can rely on the periodic clock refresh from the network which is sufficiently frequent to contain the clock drift within the synchronicity budget.

[bookmark: pro9]Proposal 9: If there is a need to handle timing synchronization maintenance during handover, from RAN2’s perspective, handling can be up to gNB implementation without specification impact (e.g. the source gNB can proactively provide reference time information to the UE when deciding to perform handover to ensure synchronization continuity).

[bookmark: ob1]Observation 1: If the UE indicates to the gNB via UEAssistanceInformation, the need for reference time information, it can rely on the periodic clock refresh from the network without violating the clock synchronization budget.
3 Conclusions
In this contribution we discuss the issues of propagation delay compensation and mobility in Rel 17 IIoT and make the following proposals and observations.
Proposal 1: RAN2 to agree and provide the above Uu budget analysis to RAN1.
Proposal 2: For control-to-control communication, assuming small inter-site distances (<= 50 m), the synchronization budget requirements for Rel 17 NR can be met without propagation delay compensation for SCS 15kHz and SCS 30 kHz for a single Uu interface.
Proposal 3: For control-to-control communication, propagation delay compensation is always required for the case of two Uu interfaces or UE-to-UE timing synchronization. The legacy TA based method for propagation delay compensation does not meet the Rel 17 5GS synchronicity budget requirements in such case.
Proposal 4: For control-to-control communication, pre-compensation at the Network may be useful to meet the Rel 17 5GS synchronicity budget requirements for the case of uplink timing synchronization in TSN (with two Uu interfaces).
Proposal 5: For smart grid communication, propagation delay compensation is always required. The legacy TA based method for propagation delay compensation method is sufficient to meet the Rel 17 5GS synchronicity budget requirements for smart-grid scenarios.
Proposal 6: Propagation delay compensation can be performed at the network side by the gNB in addition to legacy operation i.e. at the UE side. 
Proposal 7:  Network indicates to the UE (e.g. via a unicast RRC signalling) when pre-compensation has been performed by the gNB.
Proposal 8: Given the current SA2 discussion, no issues are identified regarding timing synchronization in mobility.

Proposal 9: If there is a need to handle timing synchronization maintenance during handover, from RAN2’s perspective, handling can be up to gNB implementation without specification impact (e.g. the source gNB can proactively provide reference time information to the UE when deciding to perform handover to ensure synchronization continuity).

Observation 1: If the UE indicates to the gNB via UEAssistanceInformation, the need for reference time information, it can rely on the periodic clock refresh from the network without violating the clock synchronization budget.
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5 Appendix
Breakdown of error components
In LS R1-2007446 [ref], RAN1 has requested RAN2 feedback on the synchronicity budget for Uu interface for the two representative use cases. Based on the email discussion in RAN2 [4], it is still under discussion if propagation delay compensation is required for the representative scenarios, and which compensation method is suitable for each of the three scenarios if required. We therefore focus on the error components for the RAN part (synchronization error over Uu interface) in our analysis. The basic equation for the time clock of the UE is equal to the time clock of the gNB plus the downlink propagation delay, given as

The downlink propagation delay depends on the inter-site distance (ISD) for the scenario under consideration. While the discussion on ISD may be out of RAN2 scope and can require input from RAN1, for the sake of analysis, we assume ~50 m inter-BS distance for control-to-control communication based on Indoor Factory channel model studies and calibration in TR 38.901 [ref]. For Smart grid, a typical cellular hexagonal deployment can be assumed and we consider both 500 m and 1732 m typical values; 500 m was previously used by RAN1 for Smart Grid and power distribution analysis in TR 38.824 [ref], while 1732 m can provide an additional worst-case assumption. The maximum error from propagation delay, , can be calculated as 

Where  represents the cell radius, , and  is the velocity of light.
Two major sources of error can be identified as below
(i) Error from UE acquiring the 5G reference time from the gNB: Includes the error related to BS timing (reference time information delivery by the base station, ), and error related to UE determination of the DL frame timing () which includes the detecting error of downlink signal by UE, and also includes the implementation error of UE due to the internal processing jitter [ref 38.133]) 
(ii) Error from downlink propagation delay estimation: An RTT based delay compensation method which may reuse some aspects of the positioning framework timing difference measurements has been discussed in both RAN1 and RAN2 WGs, however no conclusion or agreement has been made in this regard. Therefore, for our analysis here we assume the legacy TA based method for determining the DL propagation delay which includes the following contributing error sources
a. , accounts asymmetry between DL and UL links in propagation delay
b. , error due to the estimation of UL timing at the gNB, which depends on the gNB receiver detection algorithm and configuration of UL signals
c. , downlink frame timing error related to the UE’s determination of the DL frame timing and UL transmit timing. We further consider that is bounded by , Table 7.1.2-1 in TS 38.133. [ref]
d. , error due to the indicating granularity of the TA command
e. , uncertainty due to the relative TA adjustment at the UE side 
Overall Error Calculation
Table 3 shows the error component values for two SCS; 15 kHz and 30 kHz, for the three scenarios listed in Section 2.1.

Table 4: Breakdown of error components
	Error Source
	15 kHz
	30 kHz

	
	Scenario 1
	 Scenario 2
	 Scenario 3
	 Scenario 1
	 Scenario 2
	 Scenario 3

	Uu error budget [min, max]
	[635ns, 745 ns]
	[370ns, 590ns]
	[735ns, 845 ns]
	[635ns, 745 ns]
	[370ns, 590ns]
	[735ns, 845 ns]

	
	83 ns
	2x83 ns
	[833 ns, 
2887 ns]
	83 ns
	2x83 ns
	[833 ns, 2887 ns]

	
	65ns
	2x65 ns
	65 ns
	65 ns
	2x65 ns
	65 ns

	
	390ns 
(12.64.Tc)
	2x390ns 
(12.64.Tc)
	390ns 
(12.64.Tc)
	260ns 
(8.64.Tc)
	2x260ns 
(8.64.Tc)
	260ns 
(8.64.Tc)

	
	100 ns
	2x100 ns
	100 ns
	100 ns
	2x100 ns
	100 ns

	
	±260 ns
(±8*64*Tc/2m)0 ns
	2x±260 ns
(±8*64*Tc/2m)0 ns
	±260 ns
(±8*64*Tc/2m)0 ns
	±130 ns
(±8*64*Tc/2m)0 ns
	2x±130 ns
(±8*64*Tc/2m)0 ns
	±130 ns
(±8*64*Tc/2m)0 ns

	
	±130 ns
(±256 Tc)100 ns
	2x±130 ns
(±256 Tc)2x100 ns
	±130 ns
(±256 Tc)100 ns
	±130 ns
(±256 Tc)100 ns
	2x±130 ns
(±256 Tc)2x100 ns
	±130 ns
(±256 Tc)100 ns



The error without propagation delay compensation is calculated as


Based on the Rel 16 TA based compensation method, propagation delay estimation error is then given as

Here  represents the sum . For the case of pre-compensation at the network side, error components in the estimation of propagation delay at the UE side can be avoided (at least TA granularity component and TA adjustment accuracy are omitted [ref our RAN1 paper]). In the case of pre-compensation, the RAN error is given as 


Based on RAN1 agreement in RAN1 # 102e [R1-2007068] as copied below, three options for the BS transmit timing error () can be considered
Agreements:
For BS transmit timing error, further study the following three options: 
Option 1: 65 ns 
Option 2: ±130ns for the indoor scenario and ±200ns for the smart grid scenario
Option 3: 82.5 ns
Results in Table 3 are computed for . Table 5 below captures the results for the remaining two options for completeness for each scenario.
Table 5: Summary of Error Analysis
	
	SCS 15 kHz
	SCS 30 kHz

	RAN Error
	Scenario 1
	Scenario 2
	Scenario 3
	Scenario 1
	Scenario 2
	Scenario 3

	
	[130,82.5]ns
	2x[130,82.5]ns
	[200,82.5]ns
	[130,82.5]ns
	2x[130,82.5]ns
	[200,82.5]ns

	
	[603,555.5]ns
	[1206        1111]ns
	>2000ns
	[473,425.5]ns
	[946, 851]ns
	>2000ns

	
	[570,  522.5]ns
	[1010,        962.5]ns
	[640,  522.5]ns
	[440,  392.5]ns
	[750,        702.5]ns
	[510,  392.5]ns

	
	[375, 327.5]ns
	[620,        572.5]ns
	[445, 327.5]ns
	[310,  262.5]
	[490,        442.5]ns
	[380,  262.5]




