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Introduction
The revised SID for Rel-17 NR positioning in [1] was agreed in RANP#89-e. The objective of the revised SID for RAN2 on the integrity and reliability issue includes the following:
2. Study solutions necessary to support integrity and reliability of assistance data and position information: [RAN2]
a. Identify positioning integrity KPIs and relevant use cases.
b. Identify the error sources, threat models, occurrence rates and failure modes requiring positioning integrity validation and reporting. 
c. Study methodologies for network-assisted and UE-assisted integrity.
NOTE 4: Objective 2 is applicable to both, RAT-dependent and RAT-independentGNSS positioning methods.

In RAN2#111-e, agreements on the error sources have been reached as shown below:
Agreements:
· Error source for RAT-dependent positioning methods should be studied under RAN1. Send an LS to RAN1 to trigger the study on error sources for RAT-dependent positioning methods for positioning integrity
· RAN2 can independently study the error sources for RAT-independent positioning methods.
· RAN2 confirms that 4 possible sources of feared events are applicable for RAT-independent positioning in 3GPP system. 
1. Faults in the correction data e.g.
	a. Incorrect computation by the provider
	b. External feared event impacting the provider
2. Faults in transmitting the data to the UE, e.g.
	a. Data integrity faults
3. External feared events, e.g.
	a. Satellite feared events
	b. Atmospheric feared events
	c. Multipath
4. UE faults.

However, except for error sources, the remaining issues including threat models, occurrence rates and failure modes haven’t been discussed in last meeting. Therefore, this contribution mainly focuses on the remaining issues of the second aspect (i.e. item 2b). First, we provide a brief introduction for threat models, occurrence rates and failure modes. Then we provide our views on the study of threat models and failure modes to fulfill the integrity requirement. 
Backgrounds and State-of-art
Integrity Failure 
An integrity failure is an integrity event that lasts for longer than the TTA and with no alarm raised within the TTA. There are two typical integrity events, namely, misleading information (MI) events and hazardously misleading information (HMI) events: 
· MI events: Misleading information events occurs when being the system declared available, the position error (PE) exceeds the protection level but not the alert limit, i.e. PL < PE < AL.
· HMI events: Hazardously misleading information events occurs when, being the system declared available, the position error exceeds the alert limit, i.e. PL < AL < PE. 
To explain the concepts of different statistical bounds (i.e. AL, PL) and their relations with position error, the Stanford diagram [2] is widely considered as a good illustrative tool, which is presented in Figure 2.1- 1.
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As shown in Figure 2.1- 1, we can have several observations: 
1) The diagonal axis separates those samples in which the PE is covered by the PL (i.e. PE < PL), above the diagonal, from those, below the diagonal, in which the PL fails to cover the PE (i.e. PE > PL). The proximity of the cloud of sample points to the diagonal gives an idea of the achieved level of safety, as any point above the diagonal but very close to it indicates that an integrity event (MI/HMI events) was close to occur. 
2) System Availability: Taking the maximum allowable error bounding (i.e. AL) into account, all the sample points can be categorized into two operation modes: system unavailable (i.e. PL > AL, the top half ) and system available (i.e. PL < AL, the bottom half ). 
3) System Operations under available system: Considering the numerical relationship between PE and PL/AL, the “system available” mode can be subdivided into nominal, misleading and hazardously misleading operations. This also applies to the “system unavailable” mode.

Considering different statistical bounds of position error, i.e. AL and PL, we have the following cases in total:
· System unavailable mode: PL > AL;
· System available mode: PL < AL or PL = AL
· Nominal operations: PE < PL < AL;
· Misleading operations: PL < PE < AL;
· Hazardously misleading: PL < AL < PE.

Since the position error is not observable, the positioning system only has real-time access to the PL, so the decision of alert is done by comparing the prescribed AL and the PL (obtained by calculation, derivation, statistic, etc.), more precisely:
· If PL > AL, the alert is triggered;
· If PL < AL or PL = AL, the alert is not triggered.

Threat Models and Failure Modes
For now, there has been a large amount of literature providing a quite mature and sound study of positioning integrity for GNSS aviation (in the open sky environment). Therefore, the study of integrity validation and reporting for general GNSS positioning systems (e.g. ground positioning systems) can refer to the corresponding study of GNSS aviation systems.
As illustrated in [3], the integrity validation and reporting mainly includes two parts. First, the PL is calculated by the detection and identification of error sources, to determine whether to trigger an alert or not. Second, if an alert is triggered (e.g. when PL > AL), error detection and determination with the potential cause of positioning errors may be initiated, with the help of threat models and failure modes. An illustrative example is given below.

1. The detection and identification of error sources to derive PL
Step 1: Define equivalent user conditions to replicate the conditions and environment for the users.
· e.g., exploiting prior knowledge of the error sources.
Step 2: Determine the error distributions by error modeling.
Step 3: Determine PL.
Examine a very large number (approaching infinity) of hypothetical users, and calculate the prob. of exceeding the PL for each ensemble (a collection of users), in order to derive PL.
· The integrity requirement should be met for the most difficult case.
· Mind the dependencies between error sources.

A key step for integrity validation and reporting is to have real-time access to the PL. The PL can be obtained by different methods (i.e. calculation, derivation, and statistic) depending on different assumptions or applications.

2. The identification of threat models
The threat models must describe all known conditions that could cause the true error to exceed the predicted confidence bounds. Having a comprehensive list of threat models is essential to achieving the required level of safety. According to [3], threat models can be defined as: 
“Anticipated events that the system must protect the user against, and conditions during which it must provide reliably safe confidence bounds”.
The corresponding requirements are illustrated as follows:
· Each threat model must describe the specific nature of the threat, its magnitude, and its likelihood (i.e., occurrence rate).
· The threat models must be comprehensive in describing all reasonable conditions.
· Restricting the scope of the threats is necessary for creating a practical system since it is not possible to create a system that can protect against every conceivable threat.

3. The identification of failure modes
An error is the variation or deviation from the original value and becomes a failure when it crosses a designated limit, while a failure mode is an error that has the potential to become a failure (PL>AL). According to [4], failure mode can be defined as:
“The specific manner or way by which a failure occurs in terms of failure of the part, component, function, equipment, subsystem, or system under investigation”. 
For the failure modes of positioning integrity, the “failure” refers to “integrity failure”. An example of failure modes for GPS system is given in Table 2.2- 1, which may be helpful to extend to general GNSS.
[bookmark: _Ref51682515]Table 2.2- 1 GPS Failure modes [5]
	
	Explanation
	Causes (Error Sources)
	Failure modes

	System level
	System level failures are those that occur within the space segment, the control segment, and the interface between the two (i.e. data transmission).
	E.g., Weakness in satellite design and algorithms within the Master Control Station (MCS) environment
	1) Erroneous clock behavior;
2) Incorrect modelling and malfunction of the MCS;
3) Satellite payload performance failures;
4) Failures related to satellite orbits;
5) Space vehicle system related performance failures;
6) RF related performance failures

	Operational environment
	These failures are mainly due to interference (intended and unintended) and the effects of the media along the signal path.
	The primary signal characteristic that makes GPS vulnerable to interference is the low power of the signal.
	1) Intended interference: jamming, spoofing
2) Unintended RF interference;
3) Sudden changes in the signal propagation properties:
· The ionosphere surrounding the Earth refracts radio signals;
· The troposphere has the effect of bending and refracting (delaying) the navigation signal.
· Multipath errors result from refection of the navigation signal off surfaces.

	User receiver
	These failures relate to the end user and the end-user equipment, i.e., receiver and receiver software.
	Failures related to humans include the lack of adequate training, over-reliance on a single navigation system etc.
	1) Receiver/user related performance failures:
· Power system failure or power fluctuations;
· Software incompatibilities (year/week rollovers);
· Receiver unit overheating;
· Instabilities in the quartz frequency standards;
· Receiver interface outages;
· Receiver outages related to excessive electromagnetic activities (lightning etc.);
· Hardware incompatibilities if the GPS unit is coupled with other means of navigation (i.e. INS, compasses, external clocks, air data, navigation data bases etc.);
· Processing algorithm errors;
· GPS receivers comprise complex hardware and software which are vulnerable to failure;
· Hard-wired and incorrect RAIM parameters have been used in certified receivers.
2) Human related failures.



Based on the above analysis, the error sources have a great influence on the identification and specification of threat models and failure modes. So we have the following observation:
According to the backgrounds and state-of-art, the identification of threat models and failure modes is performed on the premise of comprehensive error analysis.

Discussion
According to Observation 2, the error sources should be identified first and then progress on the threat models and failure modes. Based on the agreements of RAN2#111-e, the potential error sources for RAT-independent positioning as listed as follows. 
· RAN2 confirms that 4 possible sources of feared events are applicable for RAT-independent positioning in 3GPP system. 
1. Faults in the correction data e.g.
	a. Incorrect computation by the provider
	b. External feared event impacting the provider
2. Faults in transmitting the data to the UE, e.g.
	a. Data integrity faults
3. External feared events, e.g.
	a. Satellite feared events
	b. Atmospheric feared events
	c. Multipath
4. UE faults.

To precisely describe a whole picture of threat models and failure modes, the characteristics of error sources should be studied, e.g. the specific nature of the threat, its magnitude, and its likelihood (i.e., occurrence rate). So we have the following proposals.
For threat model, study the characteristics of each error source, e.g. the occurrence rate and magnitude in the threat models.
Failure modes can be studied in terms of different parts or components, e.g. system level, operational environment, and user receiver.

Conclusion
In this contribution, we first provide an introduction of threat models and failure modes. Then we discuss several issues related to the positioning integrity reporting for RAT-independent positioning. Based on our analysis and discussion, we have the following observations and proposals.
1. A key step for integrity validation and reporting is to have real-time access to the PL. The PL can be obtained by different methods (i.e. calculation, derivation, and statistic) depending on different assumptions or applications.
1. [bookmark: _Ref47435517]According to the backgrounds and state-of-art, the identification of threat models and failure modes is performed on the premise of comprehensive error analysis.

1. Study the characteristics of each error source, e.g. the occurrence rate and magnitude in the threat models.
1. Failure modes can be studied in terms of different parts or components, e.g. system level, operational environment, and user receiver.
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