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[bookmark: _Ref503504522]Introduction
Several RLC and PDCP impacts for NTN support were discussed in [1] and [2].
In this contribution, we provide our views on further additional RLC and PDCP aspects.
Discussion
RLC
From [1] and [2], it is considered to extend the t-Reassembly timer, to cope with longer RTD in NTN scenarios.
Configuring a high timer value is required to cover possible HARQ retransmissions. The following formula from [1] indicates the value required depending of RTD, maximum retransmissions and scheduling margin: 
t-Reassembly = RTD * nrof_HARQ_retrans + scheduling_offset
Given RTD of up to 541ms in NTN, maximum value could be quite high, compared to the current maximum of 200ms in NR.
Configuring a high timer value comes with a drawback. Indeed, there is only one such timer instance, for simplicity. In case a missing SN occurs while the t-Reassembly timer is already running, the timer will be (re)started only when it is stopped (corresponding gap(s) are recovered, thanks to HARQ) or expired (corresponding gap(s) could not be fully recovered).
This can be a common case, depending of HARQ operation point. E.g. with 10 % BLER, the probability to have 2 failed TBs in a burst of 20 slots is around 20%.
Ideally, it would be required to wait for missing PDUs only for the duration of t-Reassembly, as follows:


However, with only one timer, the behavior is as follows:


In such scenario, the additional waiting time for Y is at the minimum one RTD, and up to the value of the t-Reassembly (if X is recovered at the last HARQ retransmission, or not recovered by HARQ).
In cases where HARQ succeeds, waiting too long is not an issue – the timer is anyway stopped when the gap is recovered by HARQ, and what is important is that it is long enough. Similarly for RLC UM, waiting too long is not an issue. However for RLC AM, waiting too long will delay the sending of corresponding Status Report. 
[bookmark: _Ref54273526]Observation 1: In RLC AM, Status Report transmission may be unnecessarily delayed (for up to the configured t-Reassembly value)
[bookmark: _GoBack]This behavior is acceptable with short HARQ RTT and t-Reassembly values. However, it could be considered whether it is still acceptable in NTN cases with larger HARQ RTT and t-Reassembly values. 
Implementing several instances of t-Reassembly might impact too much RLC specification. Nevertheless, simple optimizations helping mitigating this issue could be investigated.
[bookmark: _Ref54273532]Proposal 1: Investigate possible solutions to limit useless delaying of status report transmission

PDCP
Acknowledged mode
In PDCP, the timer t-Reordering enables to wait for possible missing PDCP PDUs. Similarly to t-Reassembly, only one instance of the timer is defined. It is also considered to extend this timer, to allow more time for ARQ retransmissions. 
In this case, waiting too long seems not so a concern as normally, the timer never expires (as RLC AM is lossless). The timer is more acting as a safe net in particular cases where SDUs could be lost (e.g. at HO).
Conversely, waiting not long enough (e.g. due to above status report delaying) would result in having late RLC retransmitted PDUs ignored. This means packet loss and radio resource waste. This could be solved by properly configuring the timer (possibly extending it to higher than current maximum of 3000ms). However, delaying packets might anyway have impact on upper layers protocols such as TCP. 
So it is not clear whether it is preferable to ensure lossless behavior at the price of exceptional delay, compared to allow exceptional packet loss (that could anyway similarly happen due to discard timer on the transmitter side).
In our view, if the current maximum of 3000ms is deemed too low, we should first investigate ways to allow faster/more efficient retransmissions (as described in previous section).

Unacknowledged mode
It was agreed to allow disabling of HARQ feedback, especially in GEO cases, as there would be not enough HARQ processes to cover the corresponding large RTT.
In case UM is used, this creates a new situation where the PDCP transmitter is blindly transmitting without any clue on whether the PDCP receiver has successfully received PDCP PDUs. In legacy, HARQ feedback allowed to know whether packets were successfully received, to some extent (modulo NACK to ACK error).
[bookmark: _Ref54273537][bookmark: _Ref54273940]Observation 2: In case of RLC UM with HARQ feedback disabled, PDCP transmitter has no clue on whether transmitted packets were received 
The PDCP transmitter is usually responsible to avoid more than half the window consecutively “erased”, as this would lead to HFN desynchronization. There is the following note in 38.323: 
NOTE 1:	Associating more than half of the PDCP SN space of contiguous PDCP SDUs with PDCP SNs, when e.g., the PDCP SDUs are discarded or transmitted without acknowledgement, may cause HFN desynchronization problem. How to prevent HFN desynchronization problem is left up to UE implementation.
The PDCP SN length is either 12 or 18 bits, with corresponding half windows of 2048 and 131072 PDCP PDUs. There could be a HFN desynchronization issue if this amount of consecutive PDCP PDUs is sent by the transmitter but not received by the receiver.
In our view, this scenario seems quite unlikely, especially with 18 bits SN length. With 12 bits SN length, this would depend of the traffic and radio conditions. Assuming e.g. one PDU per ms, not decoding during 2s would lead to HFN desynchronization issue. We believe the NW has different way to prevent this from occurring (including configuring HARQ feedback, or configuring the large PDCP SN length). 
In UL, the NW could also notice whether TBs are not decoded during a significant time, assess whether there is a risk of HFN desynchronization, and for instance release/add back the bearer.  
[bookmark: _Ref54273538]Proposal 2: It is up to NW to avoid additional HFN desynchronization issues that could be linked to disabling HARQ in RLC UM

Conclusion 
In this contribution, we make the following observations and proposals:
Observation 1: In RLC AM, Status Report transmission may be unnecessarily delayed (for up to the configured t-Reassembly value)
Proposal 1: Investigate possible solutions to limit useless delaying of status report transmission
Observation 2: In case of RLC UM with HARQ feedback disabled, PDCP transmitter has no clue on whether transmitted packets were received
Proposal 2: It is up to NW to avoid additional HFN desynchronization issues that could be linked to disabling HARQ in RLC UM
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