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1	Introduction
One of the main goals of the WI RP-201293 “Enhancements to Integrated Access and Backhaul for NR” is to introduce topology adaptation enhancements with the following objectives:
· Specification of procedures for inter-donor IAB-node migration to enhance robustness and load-balancing, including enhancements to reduce signalling load.   
· Specification of enhancements to reduce service interruption due to IAB-node migration and BH RLF recovery.
· Specification of enhancements to topological redundancy, including support of CP/UP separation.

Most of the discussions in RAN2 and RAN3 revolve around RLF as the main use case to drive enhancements. However, the RLF use case is a weak driving force for this WI as explained in this contribution.
In this document, we show the reasons why load balancing solutions should be the main focus and how load balancing solutions can also address all the other objectives for topology adaptation.
[bookmark: _Ref178064866]2	Discussion
2.1	Design principles for inter-CU topology adaptation
One of the goals of this Work Item is to study inter-CU topology adaptation mechanisms for IABs. Mobile IABs are not included in this Work Item (excluded from the WI during the RAN plenary discussions) and therefore, inter-CU topology adaptation due to mobility should not be considered. Then, the only situation in which inter-CU topology adaptations can happen is when an IAB node is under the “permanent” coverage of two parent nodes each connected to a different CU. In a static (i.e. non-mobile) IAB network, network planning is required to achieve coverage of two parent nodes. It is typically known a priori which parent nodes can be candidates. Operators typically have high KPI requirement such as “availability performance, or service accessibility” and they can only be met by proper planning, design, and parametrization. 
[bookmark: _Toc54010953][bookmark: _Toc54276127]In a non-mobile IAB network, network planning is required to achieve that an IAB node is under the coverage of two parent nodes.
The inter-CU topology adaptation is a very specific case. It requires that an IAB node (or a UE) is under the coverage of two nodes, each of them being controlled by a different CU. In a typical network, a CU controls a vast area. As a result, there will be a limited number of cells that have an overlapping area covered by other nodes from a different CU. When it comes to real deployment scenarios, IAB nodes are likely to be a small fraction of all the network nodes and are likely to be deployed in very specific areas. Thus, situations in which IAB nodes are exactly deployed between bordering areas of two CUs may be rare. 
[bookmark: _Toc54010954][bookmark: _Toc54276128]Situations in which IAB nodes are exactly deployed between bordering areas of two IAB-Donor CUs may be rare.
When a UE moves from the coverage area of one cell to another cell, there is a handover, and, if this handover also implies a CU change, the UE context is handed over to the new CU. Moving the context and load of single UE is not the same as moving the context and load of an IAB, its child nodes, and all the UEs which are connected to these nodes. CUs are dimensioned to handle a certain number of users and their traffic; however, they are not designed to handle its own UEs and their corresponding traffic and a portion of the adjacent CU’s UEs and their traffic. Normally, CUs are not dimensioned to handle the worst case. The RLF use case, for instance, in which all the traffic is moved from one CU to a second CU is a use case for which CUs will not be dimensioned.  If current CUs are used to carry the load of neighbouring IAB nodes (from a different CU), the own load of a target CU will be negatively affected since the “new” load will take resources from the CU. This will be translated into a worse perceived quality for all the UEs (previous and new UEs) hosted by the second CU. It is a question of service quality, KPIs, and economics rather than engineering. All these reasons lead to the conclusion that moving all the contexts from one CU to another CU is not a realistic use case. 

[bookmark: _Toc54010955][bookmark: _Ref54014322][bookmark: _Toc54276129]CUs are not designed/dimensioned to handle both its own UEs and their respective traffic and the UEs and traffic of the adjacent CU(s). Thus, moving all the contexts from one CU to another CU is not a realistic use case.
2.2	Use cases to address in IAB Rel-17
2.2.1	RLF use case
Related to RLF, the inter-CU case together with RLF should be a singularity. There is no real use case or business case for solutions to address the RLF for inter-CU cases. Addressing this singularity will imply over-provisioning resources and increasing costs for the operator. Over-provisioning and increasing costs could be justified when the use case happens often and is critical. Yet, while it could be critical, it is avoidable, and it may well be that these scenarios are never found in networks.
Another aspect is the signalling load that an RLF can incur in the network. When all the UE contexts are moved from one CU to another CU, there will a considerable network signalling load, plus lots more internal signalling within the CU/DU to transfer contexts, clear contexts, handshake the procedures between elements in the network, and many more internal processes which will add delays. All this has a direct impact on the capacity and processing power for the CUs which will need to be increased to be able to handle all the load that an IAB was carrying. In addition, there will also be RRC reconfigurations for all IAB-MTs and each of the UEs which are under the affected IAB or its child nodes. The affected IAB nodes and even non-affected IAB nodes will need to get reconfigurations too, for example, to update routing tables. This will happen regardless if normal or conditional handover are used. 
Solutions to minimize these impacts may be complex and it will anyway require over-provisioning and over-dimensioning resources, capacity, processing power, and other hardware, leading to higher costs to address a case that may never happen in real networks. Solutions that only addresses the RLF case are, in practice, unviable.
[bookmark: _Toc54276130][bookmark: _Toc54010956]Solutions that only addresses the RLF case lack, in practice, viability. 
2.2.2	Load balancing use case
Load balancing in our view is the only inter-donor migration-related use case that may be justified. When an IAB node is within the coverage of other IAB nodes, there is an opportunity to perform load balancing. Since the network knows about the candidate parent nodes, load balancing mechanism can be started at any time when needed. Measurements are not required since nodes are static and deployed as per network planning strategy. Load balancing may be used then to opportunistically avail the resources of a second CU for transmitting or receiving data to/from IAB nodes. Load balancing is a mechanism to control the load long term i.e. it is meant to react when certain thresholds and criteria are met over a period of time. Therefore, load balancing minimizes both the signalling load and the urgency of this signalling load within the network. Load balancing solutions that keep the UE context in the source CU have additional advantages. First, it completely avoids any reconfigurations towards the UEs or any other node below the IAB node from which load is offloaded, and, second, CUs do not have to be over-dimensioned or their capacity increased.
Solutions to address load balancing situations can also address and solve the RLF case, for example, providing connectivity to the nodes and UEs which are affected with the objective to perform ordered and controlled reconfigurations, if necessary. Of course, if all the users’ traffic would need to be carried over the second CU, over-provisioning would be required. However, as explained before, this is not the purpose.
Load balancing also ensures robustness, redundancy, and reduces to zero the service interruption. Thus, load balancing is justified and may be desired to ensure good KPIs and maximization of the network resources. Therefore, it is more suitable to study solutions for load balancing scenarios that at the same time, can also solve all other use cases. As stated above, solutions that maintained the context in the source CU are preferred to avoid CU over-dimensioning. 

[bookmark: _Toc54010957][bookmark: _Toc54276146]RAN2 should focus on load balancing solutions as the main use case for inter-donor migration. Load balancing solutions should address the RLF use case as a side effect, and ensure robustness, redundancy, and reduced service interruption.
[bookmark: _Toc54010958][bookmark: _Toc54276147]Load balancing solutions for inter-donor-CU migration in which IAB/UE contexts are kept in the first/source CU should be prioritized.

2.3	Handover and conditional handover design solutions
In general, handover and conditional handover solutions have been suggested to cope with the RLF problems. As discussed above, the RLF, as a use case, has to be considered an extreme rare scenario in an IAB deployment. 
In particular, related to CHO, we note that CHO has been designed in Rel-16 to make mobility more robust. If an A3/A5 events is triggered at the UE, and the UE selects for HO or for reestablishment a target cell that was configured for CHO, it just needs to perform random access in such cell, and then transmit the RRCReconfigurationComplete message to the target cell, as it would do for a normal HO. This will happen also in case RLF is triggered and a target cell configured for CHO is selected. 
The above procedure assumes that the source cell prepares one or more target cells for the incoming handover, so that the target cells can perform admission control for the incoming UE and reserve radio resources for it. Therefore, it turns out that one critical aspect of CHO is that the source cell should prepare one or more target cells in advance, before the actual HO is triggered at the UE side. 
That would certainly result in a certain degree of resource wastage at the target cell, that in the case of IAB might be very high. Since IAB nodes are not moving, it is certainly not reasonable for a source CU to prepare a target DU/CU for an undefined amount of time, just for the sake of an RLF that in this type of network will likely occur very rarely, as said before. Additionally, the target CU would not perform admission control/resource reservation for a single UE but for the migrating IAB node and for all the UEs/IAB nodes served by such migrating IAB node. 
Hence from such analysis, it seems that applying CHO to IAB would be extremely expensive and simply not doable in a real-world scenario.
[bookmark: _Ref54017594][bookmark: _Toc54276131]Applying CHO to IAB would imply preparing the target DU/CU for the migration of an IAB node and all the served IAB nodes/UEs. For this, a lot of resources need to be reserved, potentially for an undefined period, despite RLF be a rare event in an IAB static network. 
However, that said, Rel-16 does not preclude the usage of CHO for IAB. In particular, assuming that a CHO configuration is provided to an IAB node, such IAB node may trigger a CHO upon RLF declared in a link towards a parent node, or upon reception of BH RLF indication from the parent node. Therefore, it seems that Rel-16 already gives the possibility to an IAB node to apply a CHO configuration when RLF occurs. RAN2 should not spend time enhancing such legacy functionality since as captured in Observation 5, the CHO framework does not really fit the IAB scenario.
[bookmark: _Toc54276132]Rel-16 does not prevent the usage of CHO for IAB. An IAB node can be configured with CHO, and such IAB node can apply the CHO configuration upon declaring RLF for the link with the parent node, or upon receiving BH RLF recovery failure from the parent node.
[bookmark: _Toc54010959][bookmark: _Toc54276148]Rel-16 conditional handover is not enhanced to address the RLF case at an IAB node. 
In case RAN2 decides to investigate solutions to minimize the impact of RLF in IAB networks, such solutions should not be based on CHO. That could be based on the multi-MT, e.g. in case the IAB node already has a second MT connected to a second CU at the moment in which RLF is triggered by the first MT. Or on enhancements of the reestablishment procedure, which is what a UE and IAB node would do if RLF occurs.
[bookmark: _Toc54276149]If RAN2 identifies the need to investigate solutions to minimize the impact of RLF in IAB networks, those should not be based on CHO.
2.4	Load balancing design solutions
Load balancing implies sharing part of the traffic between multiple nodes. In an IAB network, it results in that one node can receive in the DL or transmit in the UL towards different parent nodes, similar to DC. In the DL, the network decides what and how much data to transmit in the downlink via the second CU. In the UL, the IAB may have configured with certain rules for how to share or split the UL data towards the one CU or another CU. 
Figure 1 exemplifies the case in which an IAB node (IAB3C1) is connected for load balancing to two parent IAB nodes (IAB2C1 and IAB1C2) which are connected to different CUs. 

[image: ]
[bookmark: _Ref52794962]Figure 1: Example of load balancing scenarios

There are different options for how to achieve this, as outlined below:
2.3.1 Inter-CU “Dual-Connectivity (DC)”
In DC architecture for IAB, there is a single BAP layer at the MT side (Figure 2). In the DL, the Donor DU decides the route to follow in the downlink, based on the BAP-IP mapping configured by the Donor CU. In the uplink, the access IAB decides, based on the specific rules provided by the Donor CU, the path to follow. Intermediate IAB nodes do not make any decisions about the path in which to transmit the data. 

[image: ]
[bookmark: _Ref52797496]Figure 2: Example for DC architecture in IAB network

DC architecture might not suitable to address the load balancing scenario for the following reasons: 
1) MT BAP address
The BAP address in the MT (MTC1) is initially allocated by the CU1. It could be the case that when the IAB node also connects to CU2, the BAP address which the MT had, was already in use in CU2 by another IAB node. This creates an issue, a need for coordination and, possibly, reconfigurations that complicate the system and solutions.
In addition, the Donor DU controlled by CU2 will need to be informed about how to reach all the nodes in the network under CU1. Address collisions may again happen. 
2) Donor IAB address
A similar problem as above happens, the BAP address in the Donor DU (Donor DU_2) could be used by any other node within CU1. The same problems arise. Further, the BAP address can be used by the Donor DU to differentiate if traffic is to be delivered to CU2 or if it should be bypassed to CU1. 
3) Load balancing at IAB node
IAB nodes cannot change the routes of the packets and, given this structure, the flexibility to perform load balancing is limited. 
4) All nodes need to be reconfigured/updated
CU2 needs to get information about the network topology under CU1. Routing tables need to be updated in the nodes under CU1 as well as in CU2 to be able to route data from CU2 to nodes in CU1 and nodes in CU1 to Donor DU2. 

2.3.2 Dual IAB protocol stack based on Multiple-MTs
The dual IAB protocol stack or multiple MT solution means that the MT has two IAB protocol stacks (in general, multiple protocol stacks) such as in Figure 3. From an architecture point of view, this can be outlined as a single MT with multiple protocol stacks or multiple MTs with one protocol stack. For simplicity, in this discussion, MTCU1 and MTCU2 are used to differentiate the protocol stack which is connected to one (CU1) or the second CU (CU2).


[image: ]
[bookmark: _Ref52798223]Figure 3: Example for dual MT stacks in IAB network

This type of architecture eliminates all the limitations of using the current DC architecture for load balancing. Each BAP entity has its own BAP address that allows independent BAP address allocation and avoids, therefore, collisions and the need for any coordination. Similar could apply for second donor DU (DU_2). A dedicated BAP address could be allocated by CU2 to be used in the UL by the corresponding IAB node (IAB_3CU1).
Unlike for DC case, when this architecture is used, the only node which needs to be reconfigured in CU1 network is the IAB node which is configured to be used for load balancing purposes i.e. IAB3. All other nodes within CU1 network will operate as before and no reconfigurations will be needed. IAB3 will do the load balancing work and will update the BAP headers adequately following the load balancing rules provided by the network. Of course, the routing tables of a set of nodes in CU2 will need to be updated too (this is the same as for the DC case).
From a RAN4 point of view, this architecture is similar to DC and there are no new challenges or problems to address. A node supporting this architecture could be indicated by network declaration. 
From a RAN2 point of view instead, dual IAB protocol stack or multiple-MTs has rather limited impacts and low effort. Since those 2 MT entities are independent, F1 and RRC would need to include set of parameters to configure the second MT similarly as for the first MT entity. Load balancing rules for UL would need to be provided too. In the BAP layer, it would need to be allowed to update the BAP header. Otherwise, BAP impact is negligible.
[bookmark: _Toc54276133]Multi-MT requires minimum specification efforts since each MT can be independently configured via existing F1/RRC signalling. 
[bookmark: _Toc54276134]Specification impact for multi-MT would be required for the configuration of load balancing rules and BAP address handling, when load balancing is triggered.
The main advantages of this approach compared to DC are:
· No need of coordinating the MT configurations (e.g. BAP addresses, BH channel IDs, etc). 
· No massive routing table updates or reconfiguration in nodes in CU1. Limited impact in CU2 network.
· Flexible load balancing and quicker reconfigurations since only 1 node is affected.
· CU2 does not need to know the UE contexts, and CU1 network topology or deployment and vice versa.
· [bookmark: _Toc54010960]Can be used to address the RLF case.

[bookmark: _Toc54276150]The solutions for inter-donor migration should:
a. [bookmark: _Toc54010961][bookmark: _Toc54276151]Avoid the need of coordination between CUs and sharing UE contexts, network topologies, etc.
b. [bookmark: _Toc54010962][bookmark: _Toc54276152]Minimize impact and reconfigurations of IABs, ideally, limited to only one IAB node.
One may claim that DAPS HO could be used for this purpose. DAPS was introduced in the Rel-16 to reduce the service interruption for UEs at HO. DAPS is not intended for load balancing purposes. Hence, since the IAB network is a static type of network, the usage of DAPS in this context is not clear. Further, applying DAPS to IAB might not be straightforward. 
DAPS implies that data associated with a certain DRB can be delivered by both the source and the target IAB node in order to reduce to HO interruption time. Hence, by definition, DAPS works at the PDCP layer. However, the IAB node does not have a PDCP layer, it just has a BAP layer that handle incoming BH RLC channel and which is not capable of performing duplication/reordering detection. 
A further observation is that DAPS is mainly beneficial for the DL, since the dual-active protocol stack for the UL is valid only until the random access completion. After that, only the UL towards the target cell can be maintained. RAN2 could lift this limitation up for IAB, but that would require significant standardization efforts.
[bookmark: _Toc54276135]The purpose of Rel-16 DAPS HO is to reduce the service interruption time, not to enable load balancing.
[bookmark: _Toc54276136]Applying DAPS to IAB would require significant standardization efforts, given that DAPS operates at DRB level, i.e. at PDCP level. Additionally, Rel-16 DAPS functionalities apply essentially only to DL traffic.
Given the above considerations, RAN2 should avoid exploiting the Rel-16 DAPS framework. That was designed for UE mobility, and it does not really suite the IAB scenario. Rather, it should focus on load balancing solutions that are explicitly designed for IAB, and that likely will require less standardization work.
[bookmark: _Toc54276153]Given that the IAB network is static and DAPS for IAB might require significant standardization efforts, enhancements of DAPS HO for IAB are down-prioritized. 
[bookmark: _Toc54010963][bookmark: _Toc54276154]Dual IAB protocol stack based on “multiple MT” is used as baseline for load balancing solutions and to address the RLF case.
 
3	Conclusion
In the previous sections we made the following observations: 
Observation 1	In a non-mobile IAB network, network planning is required to achieve that an IAB node is under the coverage of two parent nodes.
Observation 2	Situations in which IAB nodes are exactly deployed between bordering areas of two IAB-Donor CUs may be rare.
Observation 3	CUs are not designed/dimensioned to handle both its own UEs and their respective traffic and the UEs and traffic of the adjacent CU(s). Thus, moving all the contexts from one CU to another CU is not a realistic use case.
Observation 4	Solutions that only addresses the RLF case lack, in practice, viability.
Observation 5	Applying CHO to IAB would imply preparing the target DU/CU for the migration of an IAB node and all the served IAB nodes/UEs. For this, a lot of resources need to be reserved, potentially for an undefined period, despite RLF be a rare event in an IAB static network.
Observation 6	Rel-16 does not prevent the usage of CHO for IAB. An IAB node can be configured with CHO, and such IAB node can apply the CHO configuration upon declaring RLF for the link with the parent node, or upon receiving BH RLF recovery failure from the parent node.
Observation 7	Multi-MT requires minimum specification efforts since each MT can be independently configured via existing F1/RRC signalling.
Observation 8	Specification impact for multi-MT would be required for the configuration of load balancing rules and BAP address handling, when load balancing is triggered.
Observation 9	The purpose of Rel-16 DAPS HO is to reduce the service interruption time, not to enable load balancing.
Observation 10	Applying DAPS to IAB would require significant standardization efforts, given that DAPS operates at DRB level, i.e. at PDCP level. Additionally, Rel-16 DAPS functionalities apply essentially only to DL traffic.

Based on the discussion in the previous sections we propose the following:

Proposal 1	RAN2 should focus on load balancing solutions as the main use case for inter-donor migration. Load balancing solutions should address the RLF use case as a side effect, and ensure robustness, redundancy, and reduced service interruption.
Proposal 2	Load balancing solutions for inter-donor-CU migration in which IAB/UE contexts are kept in the first/source CU should be prioritized.
Proposal 3	Rel-16 conditional handover is not enhanced to address the RLF case at an IAB node.
Proposal 4	If RAN2 identifies the need to investigate solutions to minimize the impact of RLF in IAB networks, those should not be based on CHO.
Proposal 5	The solutions for inter-donor migration should:
a.	Avoid the need of coordination between CUs and sharing UE contexts, network topologies, etc.
b.	Minimize impact and reconfigurations of IABs, ideally, limited to only one IAB node.
Proposal 6	Given that the IAB network is static and DAPS for IAB might require significant standardization efforts, enhancements of DAPS HO for IAB are down-prioritized.
Proposal 7	Dual IAB protocol stack based on “multiple MT” is used as baseline for load balancing solutions and to address the RLF case.
[bookmark: _In-sequence_SDU_delivery]
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