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Achieving reduced latency, network efficiency, and device efficiency are some of the objectives identified in Rel. 17 positioning enhancements study item [1]. Movement models in which the state of movement of a UE is provided as a probability mass function indicating the most likely type of motion has been part of LPPe [2]. On one hand, signaling the movement model provides a context in which the UE is currently in, which is helpful in customizing location services. On the other hand, the movement models enable the location server (in case of network-based) or the UE (in case of UE-based) to select appropriate filters to use for the prediction step for navigation algorithms, as it defines the role of the object which carries the UE with respect to the surroundings.

Movement model for improved accuracy
Given that the location of an object can be computed accurately at some waypoints along a trajectory, the position can be interpolated between these waypoints by means of inertial sensor data. 

According to the Rel. 16 of the Stage 2 description of positioning [3], the motion sensor positioning method can be used to describe the relative movement of a UE. This is foreseen to be combined with other positioning methods for a more accurate final position of a UE. Movement information is provided as displacement results estimated as an ordered series of points. 

In a simple scenario, the use of motion-based sensors can be seen as a way to interpolate positions between two points where the absolute position is known more accurately and reliably. Of course, if the sensor readings from a navigation or tactical grade IMU are available, then they can be used for stand-alone navigation relying on inertial sensor data only (after starting from a known point). The measurements in x, y and z- directions can be double integrated to obtain the displacement with respect to the starting point or the previous point. However, the results obtained with typical consumer grade sensors that are built into UEs are prone to large errors. The consumer grade sensors suffer from imperfections such as bias, scaling, drift and so on. As a result, integrating these sensor measurements over a longer time results in estimates that are off by kilometers even within a simple navigation scenario. 

Nevertheless, all IMUs including those that contain consumer grade sensors, allow relatively good classification of movement of an object into different states available within a movement model. By selecting a movement state and selecting appropriate navigation filters corresponding to this state, the error can be significantly reduced compared to using inertial navigation alone. Therefore, signaling the movement model in addition to displacement would be a suitable way forward for low-cost devices in order to achieve enhanced positioning performance.

In order to illustrate the statement further, a trajectory taken by a walking person is depicted in Figure 1. The actual trajectory taken by the person is shown with red dashes. Likewise, the trajectory computed using positioning filter corresponding to a pedestrian walking state within a movement model after determining the motion state of a person to be that of a pedestrian is shown with blue dots. The sensor data obtained from a 3-axis accelerometer is plotted in Figure 2. The position computed using classical inertial navigation is shown in Figure 3. The results demonstrate that the final position predicted with motion state classification (pedestrian walking) is  much closer to the true position in comparison to an error in the range of kilometers in case of classical inertial navigation.

Observation 1: Movement model based IMU processing based on the physical state of an object yields better positioning results than classical inertial navigation in many scenarios.
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[bookmark: _Ref47456300][bookmark: _Ref47456266]Figure 1: Trajectory of a person walking (red) vs. trajectory computed with motion state classification. 
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[bookmark: _Ref506277155]Figure 2: Exemplary 3-axis accelerometer measurement of a walking pedestrian.
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[bookmark: _Ref506277407]Figure 3: Positioning result using classical inertial navigation (the error is within some kilometers).

Use of movement models and associated signaling
There are several options for the use of movement models and the associated signaling:
1. The movement model can be used at the UE to compute the displacement from the known position and report this position to the location server, without any indication of how the displacement are computed. 
2. The movement model is used to calculate displacement, velocity and/or attitude in the UE, which are then signaled together with an identifier of the actual movement state. This option has the additional benefit that, compared to option 1, the movement model flag be used as an indicator e.g. for quality estimates or as additional information about the role of the UE.
3. Optionally, in addition to or instead of displacement, velocity and/or attitude, the movement model identifier is transmitted together with movement model parameters (e.g. step count, step length and step direction for a walking pedestrian). This means the LMF should run the same movement model for interpreting the parameter of the movement states, and the interpretation of the parameters signaled needs to be defined for each movement state. 
For positioning using the user plane, the LPPe already had provision for signaling the movement states with associated probability values [2]. 

Observation 2: Signaling movement state instead of displacement reduces motion sensor signaling overhead and allows less erroneous computation of position between waypoints where no other RAT-dependent or RAT-independent positioning methods are available.


Use of secondary information sources for identification of a movement state
A key problem with every method of classification is the ‘false detection’ of states. When the motion states are estimated with one type of sensor or one system only, this results in hard detection of states. However, the information from one or more sensors can be provided as probability values and it could be left to LMF implementation how to interpret the probabilities to come with final decision on the movement model and the associated positioning computation. 

In order to be able to provide multiple sources of motion classification, additional sources of information on the movement model may be available in the context of the positioning scenario. This could include multiple types of sensors. Additionally, it could include contextual information to be exploited. For example, this could be the UE type (e.g. a UE mounted in a car means that a UE cannot walk), the physical models (e.g. a smartphone moving at 50 km/h is unlikely to be held by a pedestrian), the logical position (e.g. the user of a smartphone is unlikely to drive a car within a building) and other information sources. All relevant information can be used as features in a classification approach. 

To illustrate this point further, the benefit of having additional information is shown in Figure 4. Using features obtained from the 3-axis accelerometer data (namely the magnitude and variance), running can be separated from cycling and walking, but walking and cycling cannot be separated. If the constant velocity (obtained from another information source) is used as an additional feature, the separation could be implemented easily, as a walking pedestrian moves much slower than a cyclist.
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[bookmark: _Ref506277848]Figure 4: Exemplary movement model classification using accelerometer data. 

Observation 3: Apart from IMU measurements, other sources of information also carry important information for identification of movement states.

Signaling of movement models
By classifying the movement state of an object, valuable information can be obtained, e.g. whether a UE is standing still or moving, whether the holder of a handheld device is walking, cycling, or transported by a vehicle. Using more than one sensor or system to independently estimate such motion states can contribute to reliability and avoid the issue with ‘hard’ decision on motion states as previously discussed. A possible list of movement states can include the following states (as an example)

	Motion State List
	Comments

	Unknown
	Default state (motion state is not determinable)

	Stationary
	The object is stationary. This is a default state for a still-standing object that is relevant for all kinds of objects (standing pedestrian, standing bicycle, halting train, …)

	pedestrianWalking
	The device is attached to a walking pedestrian

	pedestrianRunning
	The device is attached to a running pedestrian

	Cycling
	The device is attached to a person riding a bike

	vehicleHighway
	The vehicle (or device in vehicle) is moving on a highway (this implies almost-constant velocity for longer time-intervals and only gradual changes of direction)

	vehicleUrban
	The vehicle (or device in vehicle) is moving in city traffic (this implies many velocity and direction changes)

	vechicleTrafficJam
	The vehicle (or device in vehicle) is stuck in a traffic jam. It moves slowly and stops frequently

	droneHovering
	A drone is hovering (staying at a location while airborne)

	droneFlying
	A drone is flying

	Train
	A train (or device in train) moving on a railway track.


Table 1: Movement state list (example).
The obtained information has many uses: the first and the most obvious one being the incorporation into a positioning filter as a movement model. The benefit was discussed earlier: the result is much closer to the reality between the two waypoints where the position can be determined more accurately with RAT or RAT-independent technologies available. Use of movement model may also provide fitting the snapshots into a trajectory thereby enabling tracking of a UE or even allow the time of arrival values to be used by an associated filter (e.g. a Kalman filter) that makes use a of movement model to compute position. In addition, the movement state of an object also defines its role in an environment, e.g. a walking pedestrian at crowded crossroads move differently to a cyclist or a passenger in a bus. 

Observation 4: Movement models help dealing with noisy data by exploiting available knowledge about the tracked object that yields in better results for many positioning scenarios.

To enable additional information sources to contribute to the overall classification result, two aspects have to be taken into account. 
· How to handle ambiguity of the information? and 
· How to weight the reliability of the information sources?
To capture the ambiguity, we propose to use a structure similar to a probability mass function (PMF). For each movement model that is relevant for the UE type, a probability of occurrence is given by the information source. The structure is shown in Table 2: For each of the possible motion state identifiers MID1 to MIDN, where N is the number of valid motion states defined for the type of UE, a corresponding probability is given. While this representation also includes the reliability as judged by the information source (the higher the highest probability among states within the PMF in relation to the others, the more “sure” the source is of its estimation), another quality measure assigned by the central instance calculating the final position (e.g. the LMF) can be used for weighting the information sources. The number of signalled states should be limited, so that the probabilities of unlikely motion states are not signaled. 

	MID1
	MID2
	…
	MIDN

	
	
	…
	


Table 2: Representation of motion state estimates in form of probability mass functions.
To summarize, the proposed steps are:
1. All information sources that can generate movement model estimates are informed about the UE type. This limits the overall number of possible movement models.
2. The information sources estimate the probabilities of movement states and represent their results in a PMF.
3. The PMFs for all movement models are limited to a maximum number N (e.g. 3) of  most likely estimates. The PMF is renormalized so that the sum of all probabilities is 1 again. 
4. The information source is assigned a quality measure  (e.g. by the LMF)
5. The PMFs created by all information sources are linked into a general PMF using a normalized weighted sum (the models excluded in transmission can be set to 0).


Observation 5:  To capture both ambiguity of estimates and quality, the representation of the motion states using a structure in the form of a probability mass function is preferable.

From the discussion above, classifying and signaling movement model identifier (MID) will result in reduction of overhead of reporting IMU measurements and achieve better classification rate. Signaling one or more independently classified MIDs using PMF allows the false detection problem to be mitigated.

Proposal 1: RAN2 shall consider reporting movement model estimates from the UE to help improve the accuracy and integrity of positioning estimates. 

Proposal 2: Probabilistic classification using information from more than one sensor or system shall be used to enhance the reliability of identification of movement states from a movement model.


Use of movement model information apart from positioning
The benefits of movement modeling are manifold. The most obvious use is using the obtained information about the movement in a navigation filter, but there are also other situations where such classification can be useful. Some examples of the situations where the information could be helpful are listed here:
1. Using movement model information to evaluate the traffic situation (e.g. a dangerous situation is more likely to happen if there are pedestrians moving on a highway)
2. Navigating people in crowded environments (e.g. leaving/entering events like concerts)
3. Tracking the motion state of IoT devices (e.g. find out if a container is moving)
Observation 7:  Motion model information is also beneficial for contextual interpretation.

Conclusions
Observation 1: Movement model based IMU processing based on the physical state of an object yields better positioning results than classical inertial navigation in many scenarios.ss

Observation 2: Signaling movement state instead of displacement reduces motion sensor signaling overhead and allows less erroneous computation of position between waypoints where no other RAT-dependent or RAT-independent positioning methods are available.

Observation 3: Apart from IMU measurements, other sources of information also carry important information for identification of movement states.
Observation 5: Movement models help dealing with noisy data by exploiting available knowledge about the tracked object that yields in better results for many positioning scenarios.
Observation 6:  To capture both ambiguity of estimates and quality, the representation of the motion states using a structure in the form of a probability mass function is preferable.
Observation 7:  Motion model information is also beneficial for contextual interpretation.

Proposal 1: RAN2 shall consider reporting movement model estimates from the UE to help improve the accuracy and integrity of positioning estimates. 
Proposal 2: Probabilistic classification using information from more than one sensor or system shall be used to enhance the reliability of identification of movement states from a movement model.
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