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1	Introduction
[bookmark: _GoBack]In NTN, while the satellites (e.g. LEO) are moving along the orbit, the round-trip delay (RTD) from UE to gNB will change a lot because of the distance variation, especially using a transparent LEO satellite where both the service link delay and feeder link delay are impacted by moving satellites.
In NTN SI, many PHY/MAC/RLC/PDCP timers are supposed to be adjusted to accommodate the large propagation delay resulting from extension of NR to a non-terrestrial environment. How to update the timer should be studied when the RTD changes which is caused by satellites moving. Additionally, to obtain full RTD from UE to gNB for UE timing pre-compensation, one proposed solution is that gNB broadcast common delay to UE (e.g. broadcast delay from gNB to satellite via SI messages), the frequent common delay changes with the moving of satellite may cause the SI change to happen frequently accordingly.
In this paper, we discuss the delay variations impact to NTN timers update and common delay update.
2	Discussion
2.1	Delay variations caused by satellite moving
In LEO scenarios, the longer and varying RTD delays (e.g. from gNB to UE) of NTN depend heavily on the deployment scenario; i.e. earth-fixed or earth-moving cell, satellite altitude, satellite constellation, feeder link. As an example, Figure 1 provides the propagation delay for a few earth-fixed cell scenarios using a transparent LEO satellite. The first line (LEO-600 service link) defines the service link delay for an earth-fixed cell with assumption UE in a reference point at nadir and a satellite at 600 km altitude moving from a 30 degrees elevation angle on one side to 30 degrees elevation angle at the opposite side. The LEO-600 feeder link case 1 assumes the NTN gateway is at the exact same location, resulting the total delay illustrated with LEO-600 total case 1. A second feeder link case (LEO-600 feeder link case 2), is defined for a scenario where the NTN gateway is on the path of the satellite’s orbit, but 1200 km away. Furthermore, it is assumed the satellite at 600 km altitude is moving away from the gateway. The resulting total delay is given by LEO-600 case 2 total. Finally, LEO-1500 total case 1, replicates the scenario of case 1, but using 1500 km altitude. Based on these examples it can be observed how the propagation delay varies significantly over time. 
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[bookmark: _Ref53389133]Figure 1 Examples of earth-fixed cell propagation delays
Table 1 provides an overview of the minimum and maximum propagation delay for each of the earth-fixed cell cases described above. The minimum propagation delay is at least half, and in some cases even ¼ - 2/5, of the maximum propagation delay. 
[bookmark: _Ref53386524]Table 1 Examples of earth-fixed cell propagation delays
	Scenario
	Minimum propagation delay [ms]
	Maximum propagation delay [ms]

	LEO-600 service link
	4.0
	8.0

	LEO-600 feeder link case 1
	4.0
	8.0

	LEO-600 total case 1
	8.0
	16.0

	LEO-600 feeder link case 2
	4.0
	15.5

	LEO-600 total case 2
	9.5
	23.5

	LEO-1500 total case 1
	20.0
	40.0



Observation 1: The delay variations caused by satellite moving is significant, especially for high altitude LEO deployment.
2.2	Adjusting timers according to delay variations
To accommodate the large propagation delay in moving satellite, two types of timer adaptation may be needed.
· Type1: Timer start trigger should be adapted by offset, e.g. start of the ra-ResponseWindow and ra-ResponseWindow
· Type2: Timer value range should be adapted/extended by offset, e.g. sr-ProhibitTimer
For how to adapt the timers (e.g. Type2), one solution is that network configure the UE timer to a static value according to the maximum possible delay, which reflect the maximum observable delay during satellite serving period. 
However, based on the fact that the maximum value can be significantly (2-3 times according to Table 1) larger  than the minimum delay observed in a transparent satellite scenario, whenever the actual delay is lower than the maximum, certain timers (e.g. MAC, RLC, RRC layer times) are suboptimal because the communication loops will be running at a lower pace than what is actually possible. One example could be related to the SR and BSR timers (e.g. sr-ProhibitTimer), which prohibit the UE to send SR/BSR again until they have expired. If they are configured according to the maximum delay (this would be necessary to facilitate the network response reaches the UE in time when the actual propagation delay equals the maximum propagation delay of the deployment scenario), it means the UE, whenever the delay is shorter, is waiting too long to send the SR/BSR again. This reduces the overall performance of the network.
Observation 2: In satellite moving scenario, using maximum delay for timers impacts user experience and system efficiency negatively.
The sum of the service and feeder link delays are defining the total delay, which the UE timers need to handle, in the transparent satellite case. In principle, the total delay can be predicted per UE by network, if the service and feeder link delays can be estimated based on satellite ephemeris, ground station location, processing times, and deployment scenario as well as UE location. 
Observation 3: The delay between a gNB and a UE depends on among others satellite ephemeris, ground station location, processing times, and UE location.
Based on the delay estimated by network, another way-forward is to set a variable value per timer. It will be necessary to update each timer with a certain rate when the satellites are moving. Such an update per timer will be UE-specific and therefore result in significant control overhead, when considering the larger number of control loop timers in NR.
Observation 4: In satellite moving scenario, using network indicated variable delay values per timer increases control overhead due to per-value, per-UE signalling.
Different from network, the delay between a gNB and a UE may not be estimated by UE. One issue is that all the required knowledge may not be available in the UE, at least not with sufficient accuracy. Furthermore, a continuous estimation of the changing delay may imply a significant processing burden on the UE, especially for UE in RRC Connected State. If the UE autonomously adjust the timer based on inaccurate estimation, there is a great risk that there will be misalignment between the gNB and the UE.
Another option may be to define a common reference point for a NR cell slightly above Earth, where network can derive variable delay based on satellite ephemeris, ground station location, satellite processing times, and common reference point location. 
In this way the delta delay between each UE and the common reference point is minimal, while the main component of the total delay, i.e. the delay between gNB and the common reference point, as a function of time can be broadcasted by network. The function may e.g. be a parametrized model of the changing delay over time, as is indicated in Figure 1, or a table defining the delay at certain points in time. The time to switch from one entry in the table to another can e.g. be defined based on System Frame Number. 
Using such a broadcasted function, network and each UE can then adjust their timers, potentially with a conservative safety margin to account for the residual delay between the reference point and the UE’s location. By ensuring the cell/beam common reference point is close to the UEs and assuming relatively small cell sizes, the UE-specific delay from the reference point to the actual UE location may be so small that it does not impact the overall choice of the timer value.
Observation 5: The delay between a gNB and a cell/beam common reference point can be broadcasted as a function of time and applied by UEs to update timers.
If UEs autonomously adjust the timers on various layers (e.g. sr-ProhibitTimer), the communication with the network may be jeopardized. Therefore, the broadcasted delay function may include information on when the UEs shall update their timers. Thus, the UE-network synchronization, in terms of a common understanding of the currently used UE timers, is maintained.
Observation 6: The broadcasted delay function may also include information on specific time instances where the UEs shall update the timers.
Based on the above description, the approach to handle the long and varying delays of NTN by use of a cell/beam common reference point and well-defined time instances for updating the UE timers based on the common reference delay, is proposed to RAN2 for discussion.
Proposal 1: RAN2 to discuss the use of a cell/beam common reference point delay for updating UE timers in satellite moving scenario.

[bookmark: _Hlk53236692]2.3	Update gNB broadcasted common delay according to delay variations
In email discussion [Post111-e][908][NTN] RACH and HARQ feedback aspects, two options are proposed on the method of UE-specific delay timing pre-compensation. RAN1 is discussing the timing estimation feasibility of two options, with the main discussions/concerns which is related to required accuracy (time or position), implementation impact, power consumption at UE etc. The feasibility of these two options is out of RAN2 scope (e.g. estimation accuracy), which should be concluded by RAN1.
	Question 2.7: 	What is the preferred method of UE-specific delay timing pre-compensation from a RAN2 perspective? Companies are invited to list potential impacts on RAN2 work associated with each option (if identified) in the “Additional Comments” section.
· Option 1: The User specific TA is estimated by the UE based on its GNSS acquired position together with the serving satellite ephemeris indicated by the network:
· FFS: Details on serving satellite ephemeris indication 
· Option 2: The User specific TA  is estimated by the UE based on the GNSS acquired reference time at UE together with reference time as indicated by the network



Proposal 2: The feasibility of timing pre-compensation options should be concluded in RAN1 rather than RAN2, to enable UE to estimate and pre-compensate UE specific delay timing with the required accuracy.
From RAN2 perspective, to obtain the full RTD from the UE to land-based gNB and facilitate UE-specific delay timing pre-compensation, the proposed Option1 requires UE to estimate delay for service link (from satellite to UE) based on its GNSS acquired position together with the serving satellite ephemeris data. However, it is not clear how the delay from gNB to satellite should be acquired by UE.
To get common delay from gNB to satellite, two alternative solutions are possible:
· Alt1: UE estimated common delay. The UE need to know the ground station/gateway location and use satellite ephemeris to calculate the feeder link component, together with satellite processing times as well as delay from gNB to ground station. 
· Alt2: The gNB broadcast common delay (from gNB to satellite) to UE, including gNB calculated feeder link delay, satellite processing times as well as delay from gNB to ground station.
[image: ]
Figure 2  Full RTD from gNB to UE
For Alt1, one issue is that, ground station location needs to expose to all the UEs which may have security concerns from operator. Furthermore, a continuous estimation of the changing delay may imply a significant processing burden on the UE. It seems Alt2 is more feasible.
Observation 7: gNB need to broadcast common delay (from gNB to satellite) to UE, to facilitate UE specific delay estimation based on its GNSS acquired position together with the serving satellite ephemeris data.
Based on gNB broadcasted common delay and UE estimated delay from satellite to UE, the UE-specific full RTD from gNB to UE can be calculated with the sum of UE estimated serving link delay and common delay. As discussed in email discussion [Post111-e][908][NTN] RACH and HARQ feedback aspects, to avoid preamble ambiguity, UE should apply the exact UE-specific full RTD before sending Msg1. Similarly, to avoid extension of the ra-ResponseWindow/ra-ContentionResolutionTimer, the exact UE-specific full RTD should be applied as offset to start timers.
However, in the satellite moving scenario where the feeder link delay will change frequently as illustrated in Section 2.1, the gNB need to frequent update common delay changes with the moving of satellite which may cause the system information change to happen frequently. Otherwise, the UE-specific full RTD from gNB to UE is not accurate which cannot be used as UE-specific pre-compensation to avoid preamble ambiguity as well as timer extension.
Observation 8: In satellite moving scenario, gNB broadcasted common delay need to be updated frequently which may cause the system information change to happen frequently and cause the increase of signalling overhead.
Proposal 3: RAN2 need to address the common delay update issue in satellite moving scenarios, to enable UE-specific delay timing pre-compensation based on GNSS acquired position.
Another way forward to update the common delay is that the network transmits/broadcasts information on how the common delay will vary over time. If e.g. a parametrized model or a table of the time-varying delay function is provided to the UEs together with information on how (essentially when) to apply timing updates, the UE will be able to acquire common delay automatically and do UE-specific delay pre-compensation.
Figure 3 provides one example illustration of how the common reference point delay varies over time. 
[image: ]
[bookmark: _Ref53394537]Figure 3 Example of how the common reference point delay and UE time can be linked
Proposal 4: RAN2 to discuss the use of a cell/beam common reference point delay and a related common reference point delay function for enabling UE-specific delay timing pre-compensation in satellite moving scenario.
3	Conclusion
Based on the discussion, the following observations and proposals have been made. 
Observation 1: The delay variations caused by satellite moving is significant, especially for high altitude LEO deployment.
Observation 2: In satellite moving scenario, using maximum delay for timers impacts user experience and system efficiency negatively.
Observation 3: The delay between a gNB and a UE depends on among others satellite ephemeris, ground station location, processing times, and UE location.
Observation 4: In satellite moving scenario, using network indicated variable delay values per timer increases control overhead due to per-value, per-UE signalling.
Observation 5: The delay between a gNB and a cell/beam common reference point can be broadcasted as a function of time and applied by UEs to update timers.
Observation 6: The broadcasted delay function may also include information on specific time instances where the UEs shall update the timers.
Proposal 1: RAN2 to discuss the use of a cell/beam common reference point delay for updating UE timers in satellite moving scenario.
Proposal 2: The feasibility of timing pre-compensation options should be concluded in RAN1 rather than RAN2, to enable UE to estimate and pre-compensate UE specific delay timing with the required accuracy.
Observation 7: gNB need to broadcast common delay (from gNB to satellite) to UE, to facilitate UE specific delay estimation based on its GNSS acquired position together with the serving satellite ephemeris data.
Observation 8: In satellite moving scenario, gNB broadcasted common delay need to be updated frequently which may cause the system information change to happen frequently and cause the increase of signalling overhead.
Proposal 3: RAN2 need to address the common delay update issue in satellite moving scenarios, to enable UE-specific delay timing pre-compensation based on GNSS acquired position.
Proposal 4: RAN2 to discuss the use of a cell/beam common reference point delay and a related common reference point delay function for enabling UE-specific delay timing pre-compensation in satellite moving scenario.







image1.png
Propagation dealy [ms]

45

a0

35

30

2

20

15

10

LEO-600 service link

LEO-600 total case 1

LEO-600 case 2 total

Time [s]

= = LEO-600 feeder link case 1

— = LEO-600 feeder link case 2

++ LEO-1500 total case 1

10

1




image2.png
g

0G)




image3.png
Common
reference
point delay

I\l

a2

A3

I

>
T2 T3 T4 UE time, also known

to the network




