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Introduction
In this contribution MBS reception in Idle and Inactive mode for broadcast and multicast is discussed. But this contribution also includes a general discussion of multicast and broadcast reception in the different RRC states, including RRC state transitions, with focus on re-use and commonality.
[bookmark: _Toc242573354]Background
The read that is informed about the background of the discussions may skip this chapter. 
RAN2#111-e
MBS reception in Idle and Inactive mode was discussed during RAN2#111-e [1-5] but no agreements were reached. The chairman observed:
-	Chair observations: Many proposals to reuse (to significant extent or even 100%) LTE SC-PTM for Idle/Inactive for NR. Some companies suggest to do control etc in connected also for Idle/Inactive delivery. 
RAN2 agreed to have an email discussion to evaluate the impact of different solutions to support MBS reception in Idle and Inactive mode:
[Post111-e][906][MBS] Idle mode support (CATT)
	Scope: MBS support in Idle Inactive modes. Focus on Control Plane aspects. Collect and describe understanding of the consequences of the main solutions on the table: A) reuse Conn Mode solution vs B) reuse EUTRA solution. At limited level of detail, Identify further main sub-options if any (e.g. low high ambition level). 
	Intended outcome: Report
	Deadline: Long
SA2 questions
SA2 send an LS to SA, RAN, RAN2 and RAN3 [6] to inform them about their interim agreements and request feedback on possible solutions. The questions related to MBS reception in Idle/Inactive are listed below: 
1. There are different proposals how to handle the CM-IDLE/CM-CONNECTED state transitions:
a. UE within a multicast MBS session shall stay in CM-CONNECTED state,
b. UE can receive data of a multicast MBS session also while in CM-IDLE state.
c. UEs can transition into CM-IDLE while no multicast MBS data are transmitted. 
d. Some solutions propose that 5G CN may trigger notification to CM-IDLE and/or CM-CONNECTED mode UEs (e.g. paging CM-IDLE mode UEs) for establishing transmission resources for an multicast MBS session when data of an multicast MBS session are ready to be delivered. 
e. Some solutions propose that the multicast MBS session can be deactivated by the network while no multicast MBS data are transmitted to save power. 
f. Some solutions propose that the network can activate the multicast MBS session and trigger notification to UEs when multicast MBS data are transmitted again.
SA2 would appreciate RAN2 and RAN3 feedback on the above and comments, if any.
SA2 would appreciate RAN2 and RAN3 feedback and considerations on these solutions and topics.
3. SA2 is debating whether broadcast (i.e. without the network’s awareness about UEs receiving broadcast contents and for other use cases than the ones excluded already for Rel-17) should be further down-scoped in Rel-17 for remaining broadcast requirement in the SID. Some companies have provided solutions on broadcast (which are documented in the TR). SA2 would like to ask SA, RAN, RAN2 and RAN3 for feedback on broadcast support in Rel-17.
The above topics are addressed further in this contribution.
RAN and SA reply
RAN#89-e plenary replied to the SA2 question 3 about broadcast that broadcast is within scope [7]:
RAN would like to clarify that NR-based broadcast is within the scope of RAN WI for NR MBS in Rel-17, as per the WID approved in RP-201038. According to the discussion at RAN#89e, it is concluded that the scope of RAN WI for NR MBS in Rel-17 is kept as was.
SA#89-e plenary also confirmed that broadcast is within scope and tasked SA2 to evaluate broadcast solutions [8]:
[bookmark: OLE_LINK6]SA would like to clarify that NR-based broadcast remains within the scope of SA SID for “Study on architectural enhancements for 5G multicast-broadcast services”, as per the SID approved in SP-200690. TSG SA further asks SA2 to allow SA2#141E meeting to document possibly more alternative solutions, before proceeding to complete the evaluation and conclusions on this NR-based broadcast topic within the agreed Rel-17 study phase timeline. 
WID scope
The WID objectives specify to enable PTM reception for UEs in connected and idle/inactive [9]:
· Specify RAN basic functions for broadcast/multicast for UEs in RRC_CONNECTED state [RAN1, RAN2, RAN3]:
· Specify RAN basic functions for broadcast/multicast for UEs in RRC_IDLE/ RRC_INACTIVE states [RAN2, RAN1]:
The aim is to keep maximum commonality with connected mode when reception for idle/inactive UEs is enabled [9]:
· Specify required changes to enable the reception of Point to Multipoint transmissions by UEs in RRC_IDLE/ RRC_INACTIVE states, with the aim of keeping maximum commonality between RRC_CONNECTED state and RRC_IDLE/RRC_INACTIVE state for the configuration of PTM reception. [RAN2, RAN1].
Whether UE is required to receive the idle/inactive PTM configuration in connected mode depends on whether MBS subscription check and authentication is required [9]: 
Note: the possibility of receiving Point to Multipoint transmissions by UEs in RRC_IDLE/ RRC_INACTIVE states, without the need for those UEs to get the configuration of the PTM bearer carrying the Broadcast/Multicast service while in RRC CONNECTED state beforehand, is subject to verification of service subscription and authorization assumptions during the WI. 
The restrictions and assumptions state that Free-To-Air (FTA) and Receive Only Mode (ROM) are outside the scope [9]:
No support of Free to air/receive only mode is provided in this WI.
For SFN based operations it is stated that this is left to NW configuration in REL-17 [9]: 
SFN provides synchronized delivery of user plane packets over the air from different cells. No standardized support specifically for SFN, is provided in this WI. Any SFN operation is transparent to the UE, and any related synchronization is left to network implementation. The existing QCL framework (based on SSB and CSI-RS) is reused.
Any design decisions taken for this WI in Release 17 shall not prevent introducing the following features in future Releases:
· Standardised support of SFN over multiple cells above gNB-DU level;
Discussion
About broadcast and multicast 
Both RAN and SA plenary agreed that broadcast is within REL-17 scope [7, 8], and broadcast solutions are being discussed in SA2 [12], i.e. RAN2 should also evaluate the RAN impact to support broadcast. Furthermore RAN2 should discuss in which RRC states broadcast and multicast reception should be supported, and what RRC state transitions are needed.
First the pros and cons with receiving MBS in connected and idle/inactive mode is discussed. Next the RAN2 impact to support multicast and broadcast solution in connected and idle/inactive mode is discussed.  
Multicast reception is (obviously) supported in connected mode, as described in section 6.2.2.2 in 23.757. It is discussed further if multicast reception in other states is required, and in which states broadcast reception should be supported.
Which use case (e.g. V2X, MCPTT, TV/Radio, …) uses which solution in which state is not further discussed in this contribution, i.e. these aspects are assumed to be left to the operator to decide. Anyways those aspects will not be captured in RAN2 specifications. 
About reception in Idle/Inactive mode
Reception of MBS in idle/inactive mode implies a reduced QoS, i.e. there is no guaranteed bandwidth, delay or reliability. Reception in idle/inactive mode is a best effort type of service, even though reception in good coverage conditions can approach connected mode quality.
There is no UL feedback from the UE, which either translates into poor performance at cell border, or leads to over-dimensioning of NW resources to guarantee some quality at the cell border. There is a trade-off between NW resource efficiency and quality of reception. RoHC with Unidirectional mode (U-mode) is supported only due to lack of a feedback channel. 
There is PTM reception only, i.e. there is no PTP-PTM switch nor PTP assistance to improve PTM quality. 
Unless additional functions are introduced the NW does not know whether there are UEs in Idle/Inactive that are interested to receive MBS on a cell level. For UEs in Inactive the NW may know this on an RNA level, which is a rather coarse level. The NW may not know where the UEs interested to receive the session are, and transmission may happen without any UE listening, unless additional functions are agreed and implemented. But these functions come with a cost of additional signalling, and there will be a trade-off between additional signalling and the NW efficiency. For these reasons transmission typically happen in a complete service area. 
Service continuity is based on idle mode mobility, i.e. cell re-selection, which implies that it is not seamless. To support service continuity the NW needs to provide assistance information in System Information to guide the UE during cell re-selection, which may be complex and costly to deploy and maintain, which depends on whether this information needs to be provided on a frequency basis only, or on a detailed cell / MBS session level. 
Idle/Inactive mode can support an unlimited/high number of users (compared to connected mode). 
About reception in Connected mode
Reception in connected mode can provide a high quality of service (if required). In connected mode bandwidth, delay and reliability can be guaranteed. 
There is the possibility for UL feedback with PTM reception, improving the NW efficiency. Due to UL feedback there is no risk of over-dimensioning of resources. 
There is the possibility for (dynamic) PTM-PTP switch to improve the reception quality. 
Furthermore lossless or low loss service continuity can be guaranteed in case of mobility.
Connected mode can support a limited number of users simultaneously. 
RAN impact of multicast reception in connected mode
The UE needs to join a multicast group to enable reception of a multicast MBS session. By joining a multicast group the UE indicates that it is interested to receive the multicast session. A multicast context is added to the UE context when the UE joins the multicast group, which enables the NW to know which UEs in connected mode are interested to receive the multicast session. The UE may have joined the multicast group (long time) before the multicast session starts, and the UE may have moved to Idle/Inactive mode. The UE thus needs to be paged when the multicast session is about to start (see section 6.2.2.2 in 23.757): 
Proposal 1: RAN paging is used to notify the UE in Inactive mode that a multicast session is about to start. 
In section 6.2.2.2 in 23.757 it says that AMF asks RAN to perform group paging including the Group Paging Identity (TMGI) in the Paging message in the registration areas of the CM-IDLE UEs. It also says that how to efficiently handle this in RAN is for RAN WGs to discuss:
Editor's note:	How to handle group paging and how to efficiently listen for both unicast paging and group paging etc. are to be studied by RAN WGs.
Group paging is also discussed for REL-17 UE power saving enhancements [10], and more specifically in RAN2 email discussion #907 [11]. Most companies prefer not to have a grouping solution based on RNTI, and it is proposed to de-prioritize the RNTI based solution [11]. A grouping mechanism based on paging DCI (i.e. grouping information is included in the Short Message / Paging PDCCH) and (G)WUS are candidate solutions discussed further [11]. 
The NW may use the full channel bandwidth for Paging PDCCH to reach all UEs in the cell reliably, e.g. at the cell border. In case the gNB needs to page a multicast UE and a legacy UE at the same time, then only one of them can be paged at a time and the other one is delayed another DRX cycle, with the possibility of the same type of collision in the next Paging Occasion (PO). This problem can be solved if legacy and multicast UEs would use different POs. However configuring separate POs for multicast is not an attractive alternative, because one of the reasons why for UE power savings grouping is evaluated is to reduce the risk of false paging alarm (i.e. the UE receives a paging DCCH but he Paging message received on PDSCH is not for that UE). Reserving separate POs for multicast reduces the overall paging capacity, and thus increase the risk for false paging alarms, because more UEs need to monitor the same PO. In case the grouping info is included in the Paging DCI this problem is avoided, i.e. the NW can page the legacy and multicast UE simultaneously with the full paging bandwidth. It is fair to say that the GRNTI approach has the advantage that the NW only needs to page in the PO allocated for the multicast session, and in all POs during a DRX cycle to reach all UEs. However that also implies that the multicast UE would need to monitor two POs (paging and multicast PO) each DRX cycle when the UE has joined a multicast session. The number of available spare bits in Short Message (5 bits, see 38.31 section 6.5) and paging DCI format 1_0 with PRNTI (6-8 bits, see 38.212 section 7.3.1.2.1) is limited to indicate which specific multicast session is about to start. 
Proposal 2: Paging for multicast shall not impact legacy Paging (e.g. NW using the full channel bandwidth for Paging PDCCH).
In our view it is preferred and simpler to use a single bit in Paging PDCCH, to indicate that there is a change for MBS, and the UE then checks in system information which multicast session is about to start. Instead of using GRNTI for grouping, and having to configure separate POs for MBS. It is also not clear at this point in time whether the number of GRNTIs introduced for MBS will accommodate the number of concurrent multicast sessions.
Proposal 3: Group paging for multicast uses Paging DCI.
There are not too many spare bits in the Paging PDCCH, and it is proposed to follow a similar principle as for SI change indication, i.e. in the Paging DCI is indicated that there is a multicast change, and then the UE acquires System Information to learn exactly what this change is e.g. multicast session start. Also note that there could be more than one multicast session ongoing or started at the same time. Furthermore this principle is generic and flexible and may also support other types of notifications needed for the UE in Idle/Inactive:
Proposal 4: Introduce mbsIndication (1 bit) in Short Message to enable group paging for multicast.
In our view, the use of System Information, fits naturally with the use of Paging as the notification channel for multicast UE in idle and inactive. In case MCCH would be used for the MBS info, the BCCH would anyways be used to provide the MCCH configuration info, the MCCH adds an additional step to acquire the MBS info, i.e. increase the latency. Adding more information to the BCCH is in general of course a concern, but adding the MBS info to the MCCH does not make it go away:  
Proposal 5: System Information is used to convey the multicast session info (e.g. TMGI).
It can be discussed further whether a new SIB is introduced, and whether SI change for MBS follows the SI modification period rules, or for latency reasons the content may change at any time.
NOTE: In case the GRNTI with group paging can uniquely identify the multicast session that is about to start, and in case there is no need for additional control information, then reserving a separate PO for multicast is perhaps a reasonable trade-off with avoiding multicast session info in SI. However in case the GRNTI does not uniquely identify the multicast group, then the UE may go to connected when a multicast session is about to start that the UE is not interested to receive. 
The UEs in Connected mode with an MBS session context in their UE context are configured with an MBR bearer when the multicast session is about to start for multicast reception.
The UE in connected mode, while receiving multicast, should be able to receive/initiate normal calls and receive ETWS/CMAS. 
Once the multicast session has started it is assumed that there will be multicast DL data until the multicast session is stopped (see section 6.2.2.6 in 23.757), i.e. multicast data for that MBS session is no longer transmitted. It is also possible that the last multicast UE on the gNB leaves the multicast group, or the last multicast UE is handed over to another gNB, which will also stop multicast transmission on the gNB (section 6.2.2.5 in 23.757). 
When the multicast transmissions temporarily stop for a short time, it is assumed that cDRX kicks in and the UE goes into DRX in connected mode to save power, similar as with unicast data. When multicast transmissions stop for a longer time it is assumed the multicast session has stopped and that the UE is released to idle/inactive mode as usual based on (DL) inactivity (see section 6.2.2.5 in 23.757): 
Proposal 6: cDRX is used during short term multicast data inactivity to save power
Proposal 7: The connection is released when there is no multicast data for a longer time 
RAN impact of multicast reception in idle/inactive mode
Multicast reception is preferred in connected mode due to the high QoS/reliability/service continuity that can be provided in connected, which fits the multicast use cases in our view. But there can be cases where the number of multicast users in connected mode leads to congestion, i.e. the number of users that can be supported in connected mode is limited. Typically networks are well managed, and the network is able to handle the traffic demand with low probability of service denial. But for some use cases like Mission Critical Push to Talk (MCPTT), which deal with (temporary) emergency scenarios, the demand can be extreme and not planned for. This is an example where a tradeoff between capacity and QoS/reliability becomes necessary and justified, i.e. during congestion some UEs continue multicast reception in idle/inactive to guarantee service for all UEs. During congestion it is important that information is not transmitted twice, i.e. UEs in idle/inactive and connected use the same PTM configuration: 
Proposal 8: Support multicast reception in idle/inactive during RAN congestion while re-using the connected mode PTM configuration.
During congestion some UEs receiving multicast in connected mode, UEs that are in good coverage and with low mobility, could be released to idle or inactive, to relieve connected mode congestion, while providing the best possible quality in idle/inactive. In the event the multicast UE would roam out of good coverage, the UE would be triggered to return to connected mode, i.e. before cell re-selection is triggered the UE returns to connected. This ensures that the NW can keep track of the UEs wanting to receive multicast in idle/inactive, i.e. this solution remain locally in the cell without impacting CN or neighbouring cells. The multicast UE that is released to idle/inactive would be configured with a trigger to return to connected (e.g. offsets relative to the cell re-selection thresholds) either via RRCRelease and/or System Information: 
[image: ]
Via the trigger in System Information the NW has control over the UEs in idle/inactive, based on the experienced congestion. The UE in idle/inactive will not send UL feedback, but the UE can benefit from HARQ retransmissions and PDSCH repetitions. 
RAN impact of broadcast reception in idle/inactive mode
To enable broadcast reception the UE does not need to join a group, or the group information is not exposed to RAN/CN. Subsequently the NW does not know if the UE wants to receive broadcast, even when in connected mode. There is no broadcast session context in the UE context. 
The broadcast session is transmitted in the complete “broadcast area” [12] and a broadcast session context is created in the gNBs in the broadcast area when the broadcast session is started. 
In case the broadcast reception does not require subscription check nor authentication then broadcast can be received in idle/inactive mode without going to connected mode to receive the PTM configuration. This is a requirement determined by the operator of the broadcast service:
Proposal 9: Broadcast reception can be supported in Idle/Inactive mode without requiring the UE to receive the PTM configuration in Connected mode.
During email discussion #906 many companies prefer an SC-PTM like solution for the broadcast reception in idle/inactive mode, aka “solution B” [13]:
· SC-PTM solution as baseline:
1. e.g. SC-MCCH control channel (with SC-MCCH configuration info in SI)
2. e.g. SC-MCCH notification channel 
3. e.g. MTCH data channel
Re-use of the SC-PTM solution may reduce the design effort, but it may also increase the implementation and deployment complexity. 
It should be discussed further if a “Single-Cell” approach as in SC-PTM is preferred, or a “Frequency” approach. It should be noted that the NW is allowed to implement an SFN based solution for idle/inactive to obtain better cell border performance. In case broadcast is only supported on some cells on the frequency, then this complicates service continuity based on  cell re-selection as the UE should always be on the strongest cell on the frequency, and this requires more complex configuration and maintenance of system information to provide neighbour cell info per cell (and perhaps even per MBS session): 
Proposal 10: Per cell deployment is a special case (optional) of per frequency deployment.
In case proposal 10 is agreeable, it is proposed not to re-use the SC-PTM wording, which would not correctly describe the adopted solution. 
For broadcast there is no need for notification of session start, i.e. this is provided via service announcement in uppers layers [12]. It should be discussed if there is a need for a notification channel for broadcast in idle/inactive e.g. is there a need to indicate PTM configuration change? It is assumed that any such notifications only happen infrequently. If there is a need, the group paging for multicast could be re-used for commonality and avoid implementing a new MCCH logical channel. This would align the solutions and reduce the complexity. Paging to indicate PTM configuration change would be triggered locally in RAN. MCCH monitoring in addition to the normal Paging DRX increases the UE power consumption. Adding new logical channels increases NW and UE complexity: 
Proposal 11: RAN2 to discuss if there is a need for a notification channel for broadcast, and if needed, re-use the group Paging locally in RAN.
There is an obvious need for a broadcast control channel, e.g. to indicate which broadcast sessions are being transmitted, and provide the PTM configuration for that. In our view, we do not see the need to introduce new MCCH logical channel for this, i.e. this information can be provided in the existing SI framework, reducing the implementation effort. As discussed above, for broadcast session start, the NW is not required to page the UE for SI change. It needs to be discussed further for which cases SI notification change (Paging) is required when the broadcast control information changes : 
Proposal 12: The broadcast control information (e.g. session start and PTM configuration) is provided in System Information (TBD for which cases the UE needs to be paged to indicate SI change).
It can be discussed further if the MBS SIB should be area-specific, i.e. whether it is likely that a similar configuration is applied in neighbouring cells. It is perhaps not possible to answer this question know, i.e. we should wait if we understand the details of the PTM configuration and MBS session info in SIB in more details. 
Proposal 13: RAN2 to wait for progress on PTM configuration and MBS session info in SIB before deciding on area-specific MSB SIB.
For broadcast reception in idle/inactive a new data channel is needed to enable broadcast scheduling in downlink, i.e. to specify the PDCCH monitoring requirements in the UE, and enable DRX operations when there is no broadcast data: 
Proposal 14: Use MTCH as a baseline for broadcast data channel in idle/inactive.
The UE in idle/inactive only monitors the initial BWP (for Paging/SI/ETWS/CMAS reception). It is likely that a larger initial BWP needs to be configured to accommodate the broadcast PTM configuration (and MCCH notification and MCCH control channel, if agreed). There is only a minor impact on the UE power consumption when the bandwidth size is increased, i.e. the main UE power consumption in idle/inactive mode is due to the fact that the UE needs to wake up. A straightforward approach with minimal changes is to use the initial BWP to configured broadcast PTM (and configure a larger bandwidth if needed). This discussion should be left to RAN1:
Proposal 15: The use of initial BWP for broadcast reception in idle/inactive is left to RAN1.
The same principles as with beam selection and Paging/SI can be followed for broadcast, i.e. broadcast PTM is configured in all beams, and beam selection is left to UE implementation. But it might be costly to configure broadcast PTM on all beams. In case broadcast PTM is not configured on all beams, then this may conflict with service continuity, and create conflicts between best/strongest beam selection and MBS reception. This discussion should be left to RAN1:
Proposal 16: Configuration and selection of beams for broadcast in idle/inactive is left to RAN1.
The baseline assumption is that the broadcast session is transmitted in the complete broadcast service area independent from the UE demand. Interested signalling and an SI on-demand approach could theoretically improve this issue, but there is complexity involved. Furthermore potential security issue may need to be considered, i.e. the UE is authorized to “turn the light on or off”:
Proposal 17: Optimizations such as interested signalling are down-prioritized.
RAN impact of broadcast reception in connected mode
[bookmark: _GoBack]When the UE does not need to go to connected mode to receive the PTM configuration for broadcast, then there is no strong reason to support broadcast in connected mode. Furthermore the NW should not be required to configure broadcast PTM on the dedicated BWP(s), in addition to the configuration on the initial BWP, to enable broadcast reception in Connected: 
Proposal 18: Broadcast reception in connected mode is down prioritized.
[bookmark: _Toc242573360]Summary
[bookmark: _Toc242573361]RAN2 is kindly asked to discuss MBS reception in idle and inactive : 
Proposal 1: RAN paging is used to notify the UE in Inactive mode that a multicast session is about to start. 
Proposal 2: Paging for multicast shall not impact legacy Paging (e.g. NW using the full channel bandwidth for Paging PDCCH).
Proposal 3: Group paging for multicast uses Paging DCI.
Proposal 4: Introduce mbsIndication (1 bit) in Short Message to enable group paging for multicast.
Proposal 5: System Information is used to convey the multicast session info (e.g. TMGI).
Proposal 6: cDRX is used during short term multicast data inactivity to save power
Proposal 7: The connection is released when there is no multicast data for a longer time 
Proposal 8: Support multicast reception in idle/inactive during RAN congestion while re-using the connected mode PTM configuration.
Proposal 9: Broadcast reception can be supported in Idle/Inactive mode without requiring the UE to receive the PTM configuration in Connected mode.
Proposal 10: Per cell deployment is a special case (optional) of per frequency deployment.
Proposal 11: RAN2 to discuss if there is a need for a notification channel for broadcast, and if needed, re-use the group Paging locally in RAN.
Proposal 12: The broadcast control information (e.g. session start and PTM configuration) is provided in System Information (TBD for which cases the UE needs to be paged to indicate SI change).
Proposal 13: RAN2 to wait for progress on PTM configuration and MBS session info in SIB before deciding on area-specific MSB SIB.
Proposal 14: Use MTCH as a baseline for broadcast data channel in idle/inactive.
Proposal 15: The use of initial BWP for broadcast reception in idle/inactive is left to RAN1.
Proposal 16: Configuration and selection of beams for broadcast in idle/inactive is left to RAN1.
Proposal 17: Optimizations such as interested signalling are down-prioritized.
Proposal 18: Broadcast reception in connected mode is down prioritized.
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