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According to the WID [1] (as quoted below) of the IIOT work item, the RAN needs to study the potential specification impacts of the new QoS parameters introduced by SA2 for the industrial deployment scenarios.
	1. RAN enhancements based on new QoS related parameters if any, e.g. survival time, burst spread, decided in SA2. [RAN2, RAN3] 


According to the LS [4] from SA2, the survival time is defined as follows. And SA2 also ask RAN2 to select one of the two survival time definitions provided below.
	One of the basic principles of the agreed conclusions is that SMF determines TSCAI Survival Time and sends it to the NG-RAN. The Survival Time in TSCAI may be defined, assuming cyclic traffic of the deterministic application:
1. in units of “time” where each unit corresponds to the data burst periodicity defined in TSCAI in Rel-16; or 
1. as the maximum number of consecutive data burst transmission failures, where a data burst corresponds to a single application message.

	To 3GPP RAN WG2, 3GPP RAN WG3
ACTION: 	
SA WG2 kindly requests 3GPP RAN WG2 & 3GPP RAN WG3 to take into account SA2’s conclusion of sending Survival Time in TSCAI from SMF to NG-RAN. It’s up to RAN WG to discuss how NG-RAN uses Survival Time.
SA WG2 also kindly requests 3GPP RAN WG2 and RAN WG3 to provide their feedback on the preference of Survival Time definition of i) or ii) as defined above. 


In this contributions, we provide our understandings on the RAN impacts caused by the survival time and the burst spread.
Discussion
Survival time
Definition of the survival time
According to the 3GPP TS 22.104 [2], the survival time is “the time that an application consuming a communication service may continue without an anticipated message”. More accurately the survival time can be expressed as “maximum number of consecutive incorrectly received or lost messages” (especially for periodic traffic) or “a period of time” (especially for aperiodic traffic). According to the Table 5.2-1 for the periodic traffic in the 3GPP TS 22.104, the survival time is the integer times of the transfer interval of the periodic traffic. And According to the Table 5.3-1 for the aperiodic traffic in the 3GPP TS 22.104, the survival time is a period of time.


Figure 1: Survival time of 3 x transfer interval for “Wired-2-wireless 100 Mbit/s link replacement (A.2.2.4)” in [2]
As the Figure 1 illustrated above, if the transmission latency of a cyclic traffic message exceeds the PDB (Packet Delay Budget), the receiver would consider that the expected packet is lost. If the number of the consecutive lost messages (which are expected to be received by the receiver) exceeds a threshold (i.e. the maximum number of consecutive lost messages with the survival time), “both the communication service and the application transition into a down state” of the receiver would “transition into a down state”. In order to fulfil the survival time requirement, the RAN should avoid the consecutive application message loss by counting the message loss within each burst arrival period.
According to the LS [4] quoted above, it seems that the survival time requirement defined in SA2 so far is only for the periodic traffic, although the survival time requirement according to the 3GPP TR 22.104 is also applicable to the aperiodic traffic. Then the meaning of the survival time for the aperiodic traffic is not clear, as the survival time for the aperiodic traffic could mean that all or some messages are lost within the predefine period of time. And it is also not very clear whether the message loss within the predefine period should be consecutive or not for the aperiodic traffic. 
Observation 1: It is not clear whether the survival time for the aperiodic traffic will be defined in Rel-17.
For the periodic traffic patterns highlighted in yellow in the Annex B as extracted from the 3GPP TR 22.104, the survival time of some periodic traffics may not be in the unit of “time” to the data burst periodicity. If the highlighted periodic traffic patterns are to be considered in the Rel-17, the definition “i” of the survival time may not be applicable.
Observation 2: It is not clear whether the survival time for the periodic traffic is always in unit of “time” to the data burst periodicity.
According to the TSCAI (TSC Assistance Information) [3] provided by the CN, the TSCAI includes the “Periodicity” and the “Burst Arrival Time”. And the “Maximum Data Burst Volume” is also included in “QoS Flow Level QoS Parameters” provided by the CN [3] to indicate the message burst size of each period. However it is not clear how many messages are to be transmitted within each period. The RAN can only use the PDCP SDU loss to justify the loss of an application message. If the number of messages to be transmitted in each period is more than one, the RAN is not able to detect whether a message is lost or whether the message loss is consecutive, as the application layer is transparent to the RAN and one application message could be segmented to more than one PDCP SDUs due to the TCP/IP segmentation. 
Observation 3: It is not clear how many messages are to be transmitted in each period.
Firstly, we consider that both definitions can facilitate the implementation of the survival time requirement in RAN2. According to the 3GPP TR 22.401 [2], it seems that the periodic traffic has only one application message per each data burst period. Then the number of data burst periodicity of the definition “i” can be translated also as the maximum number of consecutive data burst of the definition “ii”. Compared with definition “ii”. However considering the future extension, if one burst period would include one or more application messages (e.g. the number of the application message is not fixed within a burst period), the maximum number of consecutive data burst transmission failures is not able to reflect the requirement of the survival time (i.e. within which all application messages are lost). More bits are required for definition “ii” compared with definition “i” when one data burst period includes more than one burst messages. Thus we slightly prefer the definition “i”.
According to the above Observation 1-3, we thank that RAN2 may need to send an LS to SA2 to understand more detailed information of the survival time so as to facilitate the implementation of the survival time in RAN.
Proposal 1: RAN2 is kindly requested to send an LS (as given in the Annex A) to SA2 to clarify the survival time.
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Figure 2: State transition of the receiver
According to the state transitions described in [2] and illustrated in the Figure 2, when the receiver transitions to a “down state”, the receiver may/may not be completely “shut off”, but rather still “listen to incoming packets or may try to send messages to the source application”. Then the receiver would initiate the application recovery procedure, and can return to the “up state” after the communication service is restored (e.g. by receiving some packets within the “Application recovery time”). However it is not clear whether some specific actions are needed in the RAN when the receiver exceeds the survival time, as it seems that the application itself would take the recovery procedure. 
From our understanding, the gNB would be able to know the packet arrival time for both UL and DL for the periodic traffic via the TSCAI (TSC Assistance Information) according to the 3GPP TS 38.413 [3]. If a packet is not scheduled/transmitted due to very bad radio conditions (e.g. congested or interference), the gNB should be able to know which packet exceeds the PDB (i.e. lost). Then by using both the PDB and the packet arrival time provided in the TSCAI, the gNB by implementation would be able to know whether the survival time (e.g. for either UL or DL) is fulfilled or not.
Observation 4: For both UL and DL of the periodic traffic, the gNB is able to know whether the packet transmission fulfils the survival time by using “Burst Arrival Time” + “Periodicity” provided by the TSCAI and the PDB.
For the DL aperiodic traffic, the gNB also knows whether the survival time is fulfilled as the gNB knows when the DL packet arrives at the gNB. For the UL aperiodic traffic, it seems that only the UE is able to know whether the survival time is fulfilled, as the gNB can only know the UL packet arrival at the UE after the UE reports the BSR for the aperiodic traffic and the BSR does not reflect the packet arrival time.
Observation 5: The gNB knows whether the survival time is fulfilled for the DL aperiodic traffic.
Observation 6: Only the UE knows whether the survival time is fulfilled for the UL aperiodic traffic.
According to the analysis given above, we consider that the RAN can take certain actions when the number of the lost packets within the survival time is about to reach the threshold, and provide more reliable transmission to the UE to avoid the consecutive packet loss. For example, if the survival time is described as “3 packet loss within 3 transmission intervals for a periodic traffic”. Then after detecting 2 consecutive packets loss, the RAN can take certain actions (e.g. by providing more reliable transmission to the UE) to avoid the third packet loss. Thus we consider that RAN2 could firstly align the RAN design principles for the survival time requirement. And the detailed solutions (e.g. whether to rely on the gNB implementation) can be discussed further. 
Proposal 2: The RAN should be able to provide more reliable transmission when a number of consecutive messages are lost.

Burst spread
According to the latest discussion in SA2, the burst spread is considered as the “variation of burst arrival time for DL traffic resulting from jitter on N6”. From our understanding, the N6 interface can have some solutions (e.g. via a packet buffer) to resolve the jitter issue of the burst arrival time before sending the packets to the RAN. On the other hand, it is also not very clear whether the burst spread is applicable to the UL. Furthermore, if the variation of burst arrival time is small, RAN can reuse the solution of the multiple configured grant configurations to resolve the jitter issue, as RAN currently supports up to 12 CG configurations per BWP and 32 CG configurations per MAC, and up to 8 SPS configurations per BWP.
Observation 7: It is not clear whether the burst spread issue of the DL can be resolved by the core network.
Observation 8: It is not clear whether the burst spread is applicable for the UL.
Observation 9: It is not very clear whether the current solution of the multiple CG/SPS configurations can be reused, depending on the variants of the burst arrival time.
On the other hand, if both the burst spread and the survival time are applicable at the same time for a QoS flow of a periodic traffic, the gNB is not able to know the exact message/packet arrival time of the UL. Then we cannot rely on the gNB implementation to handle the survival time requirement for the UL periodic traffic. Then even for the UL periodic traffic, we may still require the UE to count the number of the consecutively lost messages, so as to fulfil the survival time requirement.
Observation 10: It is not clear whether the burst spread and the survival time can be applicable at the same time for a periodic traffic.
Based on the Observation 7-10, we consider that RAN2 can either wait for the further inputs from SA2 after SA2 decides more details of the burst spread, or send an LS to SA2 to clarify the meaning of the burst spread. 
Proposal 3: RAN2 is kindly requested to discuss whether to send an LS to SA2 to clarify the issues given in Observation 7-10 for the burst spread.
Conclusions
Based on the analysis given above, we consider that some more clarifications are needed from SA2 for both the survival time and the burst spread.
The observations and proposals related to the survival timer are listed as follows:
Observation 1: It is not clear whether the survival time for the aperiodic traffic will be defined in Rel-17.
Observation 2: It is not clear whether the survival time for the periodic traffic is always in unit of “time” to the data burst periodicity.
Observation 3: It is not clear how many messages are to be transmitted in each period.
Observation 4: For both UL and DL of the periodic traffic, the gNB is able to know whether the packet transmission fulfils the survival time by using “Burst Arrival Time” + “Periodicity” provided by the TSCAI and the PDB.
Observation 5: The gNB knows whether the survival time is fulfilled for the DL aperiodic traffic.
Observation 6: Only the UE knows whether the survival time is fulfilled for the UL aperiodic traffic.
Proposal 1: RAN2 is kindly requested to send an LS (as given in the Annex A) to SA2 to clarify the survival time.
Proposal 2: The RAN should be able to provide more reliable transmission when a number of consecutive messages are lost.

The observations and proposal related to the burst spread are listed as follows:
Observation 7: It is not clear whether the burst spread issue of the DL can be resolved by the core network.
Observation 8: It is not clear whether the burst spread is applicable for the UL.
Observation 9: It is not very clear whether the current solution of the multiple CG/SPS configurations can be reused, depending on the variants of the burst arrival time.
Observation 10: It is not clear whether the burst spread and the survival time can be applicable at the same time for a periodic traffic.
Proposal 3: RAN2 is kindly requested to discuss whether to send an LS to SA2 to clarify the issues given in Observation 7-10 for the burst spread.
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1	Overall description
RAN2 thanks SA2 for the defining the QoS parameter of the survival time for the IIOT traffics. RAN2 has discussed the potential RAN impacts of the survival time. Regarding the two definitions of the survival time provided by SA2, RAN2 would like to understand more details of the survival time so as to further facilitate the implementation of the survival time in RAN.
Question 1: Is the survival time applicable for aperiodic traffic in Re-17? If the answer to this Question is yes, what is the definition of the survival time for aperiodic traffic? 
Question 2: Is the survival time for periodic traffic always in unit of “times” to the data burst periodicity? For example, the survival time could be “10 ms” and the transfer interval could be any value of “≤ 10 ms” in the 3GPP TR 22.104.
Question 3: How many messages are to be transmitted in a transmission interval? Given that if the number of messages to be transmitted in a transmission interval is more than one, the RAN which is unaware of the application layer may not be able to detect whether a message is lost or whether the message loss is consecutive.
2	Actions
ACTION to SA2: 	
RAN2 respectfully asks SA2 to provide the answers to the above questions on clarifying the survival time.
3	Dates of next TSG RAN WG2 meetings
TSG RAN WG2 Meeting #113-e			     Jan 2021
TSG RAN WG2 Meeting #113-bis-e          Apr 2021




	

Annex B
The following traffic pattern is extracted from 3GPP TS 22.104:
Table 5.2-1: Periodic deterministic communication service performance requirements
	Characteristic parameter
	Influence quantity
	

	Communication service availability: target value (note 1)
	Communication service reliability: mean time between failures
	End-to-end latency: maximum (note 2) (note 12a)
	Service bit rate: user experienced data rate (note 12a)
	Message size [byte] (note 12a)
	Transfer interval: target value (note 12a)
	Survival time (note 12a)
	UE 
speed (note 13)
	# of UEs
	Service area 
(note 3)
	Remarks

	99.999 % to 99.999 99 %
	~ 10 years

	< transfer interval value
	–
	50
	500 μs 
	500 μs
	≤ 75 km/h
	≤ 20
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value
	–
	40
	1 ms 
	1 ms
	≤ 75 km/h
	≤ 50
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value
	–
	20
	2 ms 
	2 ms
	≤ 75 km/h
	≤ 100
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99.999 9 %
	–
	< 5 ms
	1 kbit/s (steady state)
1.5 Mbit/s (fault case)
	< 1,500
	< 60 s 
(steady state)
≥ 1 ms (fault case)
	transfer interval
	stationary
	20
	30 km x 20 km
	Electrical Distribution – Distributed automated switching for isolation and service restoration (A.4.4); (note 5) 

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value
	
	1 k
	≤ 10 ms
	10 ms
	-
	5 to 10
	100 m x 30 m x 10 m
	Control-to-control in motion control (A.2.2.2); (note 9)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value (note 5)
	50 Mbit/s
	
	≤ 1 ms
	3 x transfer interval
	stationary
	2 to 5
	100 m x 30 m x 10 m
	Wired-2-wireless 100 Mbit/s link replacement (A.2.2.4)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value (note 5)
	250 Mbit/s
	
	≤ 1 ms
	3 x transfer interval
	stationary
	2 to 5
	100 m x
30 m x 10 m
	Wired-2-wireless 1 Gbit/s link replacement (A.2.2.4)

	99.999 9 % to 99.999 999 %
	~ 10 years
	< transfer interval value
	
	1 k
	≤ 50 ms
	50 ms
	-
	5 to 10
	1,000 m x 30 m x 10 m
	Control-to-control in motion control (A.2.2.2); (note 9)

	> 99.999 9 %
	~ 10 years
	< transfer interval value
	–
	40 to 250
	1 ms to 50 ms (note 6) (note 7)
	transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2
	Mobile robots (A.2.2.3)

	99.999 9 % to 99.999 999 %
	~ 1 month
	< transfer interval value
	–
	40 to 250
	4 ms to 8 ms (note 7)
	transfer interval value
	< 8 km/h (linear movement)
	TBD
	50 m x 10 m x 4 m
	Mobile control panels – remote control of e.g. assembly robots, milling machines (A.2.4.1); (note 9)
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