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Introduction
[bookmark: _Ref178064866]In the email discussion “[Post111-e][902][eIAB]”, topology-wide fairness, multi-hop latency and congestion mitigation for Rel-17 IAB were intensively discussed and some proposals were made. This contribution discusses further aspects of this topic based on the result of the email discussion. 
[bookmark: _Toc462951621][bookmark: _Toc462951630][bookmark: _Toc465023135][bookmark: _Toc465023136][bookmark: _Toc465346829]Discussion
Topology-wide fairness
	Proposal 2:	Rel-17 IAB work will comprise agreeing on a definition of topology-wide fairness.


As shown in the above proposal from the email discussion summary, the important point before starting discussion on this topic is to define clear purpose and definition of the topology-wide fairness. Based on the email discussion, the agreeable identified definition may be that topology-wide fairness is to allocate appropriate resource and distribute traffics over IAB networks so that UEs receiving same service have same or comparable QoS, regardless of where the UEs are connected to the IAB network. For example, as shown in the following figure, when UE 1, 2, and 3 want to receive same service, the topology-wide fairness can make it possible to receive same or comparable QoS for all UEs.
Proposal 1. Topology-wide fairness aims to provide mechanisms for the distribution of service-specific, required end-user QoS across the topology, regardless of where the UEs are attached to the IAB network. 




With the proposal 1, the following question should be considered whether topology-wide fairness can be met with existing Rel-16 IAB baseline. Given that Rel-16 IAB is based on centralized configuration by IAB-donor CU, when UE 1, 2, and 3 in the above figure want to receive same service, the IAB-donor CU can know where the UE is attached to the IAB network and how many hops are required to reach the UE. Thus, the IAB-donor CU can figure out how to satisfy QoS for each UE’s service all over the path. To be specific, even though UE 1, 2, and 3 want to receive same service, i.e., same QoS, the QoS is related to LCH (logical channel) priority on each hop and the IAB-donor CU can configure/allocate LCH priority differently depending on the location of each UE, i.e., same service for UE 1, UE 2, and UE 3 are configured with LCH priority 5, priority 4, and priority 3 respectively on each hop (assuming lower value is higher priority). Furthermore, the IAB-donor CU may also consider the number of DRBs on one LCH and the number of descendant IAB nodes while configuring/allocating LCH priority for the UE’s service. We think that this is network configuration and it is already possible in Rel-16 IAB.
Observation 1. Existing Rel-16 IAB can provide topology-wide fairness. 
One more consideration point is that the legacy gNB needs one LCH priority for one QoS level for a DRB, but the IAB node may require a few or more LCH priorities to support one QoS level for the DRB depending on location of a UE over the IAB network. This means that the current number of LCH priority, i.e., 16, may not be sufficient and it needs to increase the number of LCH priority to support topology-wide fairness. In addition, considering the extended LCID space in Rel-16, if the number of LCH priority increases, it would be also good to increase the number of LCGs for more accurate scheduling among LCHs to provide finer QoS provision for topology-wide fairness. 
Proposal 2. RAN2 confirms that existing Rel-16 IAB can provide topology-wide fairness.
Proposal 3. For topology-wide fairness, increase the number of LCGs and the number of LCH priorities are included in Rel-17 IAB RAN2 work scope.

Multi-hop latency
The following proposal was made after the email discussion on multi-hop latency.
	Proposal 5:	RAN2 to discuss whether the following should form part of Rel-17 IAB work on multi-hop latency (other issues FFS):
Enhance scheduling decisions of IAB nodes
Further enhance the pre-emptive BSR procedure
Ensure PDB management, including enabling packet discarding by intermediate nodes
Increase the number of LCGs per BH link



On “Enhance scheduling decisions of IAB nodes”, basically scheduling decisions is network behavior and a UE/IAB-MT just follows the scheduling decision made by a gNB/IAB-DU. With this understanding, what needs for this is to make the IAB node report some information which is helpful for scheduling decision of the parent IAB node. In our view, flow control feedback was introduced for this purpose in Rel-16 IAB. It is still unclear and not convinced that what else additional information on top of flow control feedback is actually helpful and needed. Thus, we don’t think this should be included in the Rel-17 IAB work.
Proposal 4. Enhancing scheduling decisions of IAB nodes is excluded from Rel-17 IAB RAN2 work scope.

On “Further enhance the pre-emptive BSR procedure”, buffer size calculation for pre-emptive BSR is left to implementation in Rel-16. However, since there is no aligned principle for buffer size calculation, some IAB nodes may report the pre-emptive BSR with a larger buffer size information than the expected data volume to be arrived, in order to reduce UL transmission latency and enhance UL transmission efficiency. We think that this may cause unnecessary radio resource waste and competition between IAB nodes to request a larger size of UL grant as early as possible. Thus, it would be good to define buffer size calculation for pre-emptive BSR in Rel-17 IAB work.
Proposal 5. For further enhancement on the pre-emptive BSR procedure, buffer size calculation for Pre-emptive BSR is included in Rel-17 IAB RAN2 work scope.

On “Ensure PDB management, including enabling packet discarding by intermediate nodes”, when a DRB is established over the IAB network, the IAB-donor CU can know whole topology of IAB network and how many hops are required for this DRB. Hence, the IAB-donor CU can estimate the required PDB for each hop and configure BH logical channel for this DRB according to the estimated one hop PDB. Of course, the experienced one hop PDB may vary with IAB node circumstance, but variance of the experienced one hop PDB would be limited in the normal operation. We think that this variance would be large only when unexpected events occurs such as BH RLF and data congestion. However, considering that there are already Rel-16 solutions for the unexpected events and Rel-17 IAB work would further discuss to be recovered from this unexpected event as soon as possible, the experienced one hop PDB may be acceptable even after one unexpected event occurs and the accumulated PDB for a packet can be managed without the proposed enhancement in Rel-17 IAB work. Thus, we don’t think that enabling packet discarding by intermediate nodes is critical issue for Rel-17 IAB. 
On “Increase the number of LCGs per BH link”, as addressed in topology-wide fairness above, we think that it would be good to increase the number of LCGs to provide more accurate scheduling among LCHs for supporting finer QoS provision.
Proposal 6. PDB management including enabling packet discarding by intermediate IAB nodes is excluded from Rel-17 IAB RAN2 work scope.
Congestion mitigation
This section discusses congestion mitigation based on the following proposals which was made in the POST email discussion.
	Proposal 6:	RAN2 to discuss whether the following should form part of Rel-17 IAB work on congestion mitigation (other issues FFS):
Inability to perform local routing in case of congestion 
Inability to mitigate long-term congestion using Rel-16 HbH design
Proposal 9:	RAN2 to discuss what benefits UL HbH flow control can have over the commonly used scheduling procedures. 



As shown in the below figure, when the IAB node 1 receives a flow control feedback from the IAB node 3 to indicate a DL congestion problem toward the IAB node 4, even if the IAB node 1 has another route toward the IAB node 4, the IAB node 1 cannot forward the packet to the IAB node 2 because there is an entry matched to both BAP address and BAP path ID of the packet and no BH RLF on the link to the IAB node 3 occurs. In this condition, if the IAB node 1 holds all packets related to the flow control feedback until the congestion problem in the IAB node 3 is resolved, this may cause another congestion problem in the IAB node 1. But, if local re-routing is allowed before BH RLF occurs, the IAB node 1 not only reduce congestion problem in the IAB node 3 but also provide proper load balancing over the IAB network. 
Observation 2. If the local re-routing is allowed only after a BH RLF as in Rel-16, the DL congestion problem in the child IAB node may not be properly handled and this may cause another DL congestion problem in the parent IAB node.
Proposal 7. Local re-routing in case of congestion is included in Rel-17 IAB RAN2 work scope.




[bookmark: _GoBack]For “Inability to mitigate long-term congestion using Rel-16 HbH design”, it is correct observation that Rel-16 hop-by-hop flow control cannot mitigate long-term congestion. Actually, similar observation was already identified in Rel-16 discussion and the common understanding was that long-term congestion can be resolved when the IAB-donor CU-UP throttle down the corresponding DL traffic. For this, simple and exact solution is to make the congested IAB node report a flow control feedback to the IAB-donor CU. However, this is not RAN2 scope and more related to the RAN3 remit.
Proposal 8. Mitigating long-term congestion using Rel-16 HbH design is excluded from Rel-17 IAB RAN2 work scope.

When it comes to the UL hop-by-hop flow control, as already discussed in Rel-16, the IAB node has full control of UL scheduling and uplink data congestion can be resolved by itself. Thus, we still think that packet drop due to uplink data congestion may not happen because the IAB node does not allocate too much UL grants, which cause uplink buffer overflow, to child IAB nodes. 
Interestingly, a new argument to support UL HbH flow control was raised in a contribution submitted to the last RAN2 meeting. In the below figure, when the UL data is congested only toward IAB-donor DU 1, they think that if only relying on scheduling implementation of the IAB node 3, IAB node 2 will decrease the UL data transmission both target to IAB-donor-DU 1 and IAB-donor-DU 2 by the IAB node 3 scheduling decision. In this case, they want to transmit the UL HbH flow control feedback to make the IAB node 2 recognize the congestion problem in the IAB node 3. However, we think that it is not enough argument to support the UL HbH flow control due to following reasons. Firstly, BAP layer doesn’t have a transmission buffer, which is confirmed by RAN2 after a discussion based on our contribution in Rel-16, and all forwarded data should be submitted to a BH RLC channel after performing routing and BH RLC channel mapping procedure. This means that even though the IAB node 2 receives a UL flow control feedback from the IAB node 3, lots of packets toward IAB-donor DU 1 may be already placed in a BH RLC channel with packets toward the IAB-donor DU 2. From the MAC specification perspective, it is impossible to select only RLC SDUs toward the IAB-donor DU 1 from the one BH RLC channel. Secondly, we think this scenario is more related to the BH RLF handling. UL congestion in the below figure can occur when the IAB node 3 doesn’t receive enough UL grants from the parent IAB node for a long time, really long time. In our view, BH link problem such as BH RLF can cause this kind of UL congestion and the scenario in the below figure can be managed by BH RLF handling/indication enhancement, instead of UL HbH flow control feedback. Thus, there are still no clear benefits of UL HbH flow control. 
Observation 3. There are no clear benefits of UL HbH flow control over the commonly used scheduling procedures. 
Proposal 9. RAN2 confirms that UL HbH flow control is excluded from Rel-17 IAB RAN2 work scope.




[bookmark: _Toc450908196][bookmark: _In-sequence_SDU_delivery]Conclusion
Based on the above discussions, we present the following observations and proposals:
Observation 1. Existing Rel-16 IAB can provide topology-wide fairness. 
Observation 2. If the local re-routing is allowed only after a BH RLF as in Rel-16, the DL congestion problem in the child IAB node may not be properly handled and this may cause another DL congestion problem in the parent IAB node.
Observation 3. There are no clear benefits of UL HbH flow control over the commonly used scheduling procedures. 
Proposal 1. Topology-wide fairness aims to provide mechanisms for the distribution of service-specific, required end-user QoS across the topology, regardless of where a UE attaches to the IAB network. 
Proposal 2. RAN2 confirms that existing Rel-16 IAB can provide topology-wide fairness.
Proposal 3. For topology-wide fairness, increase the number of LCGs and the number of LCH priorities are included in Rel-17 IAB RAN2 work scope.
Proposal 4. Enhancing scheduling decisions of IAB nodes is excluded from Rel-17 IAB RAN2 work scope.
Proposal 5. For further enhancement on the pre-emptive BSR procedure, buffer size calculation for Pre-emptive BSR is included in Rel-17 IAB RAN2 work scope.
Proposal 6. PDB management including enabling packet discarding by intermediate IAB nodes is excluded from Rel-17 IAB RAN2 work scope.
Proposal 7. Local re-routing in case of congestion is included in Rel-17 IAB RAN2 work scope.
Proposal 8. Mitigating long-term congestion using Rel-16 HbH design is excluded from Rel-17 IAB RAN2 work scope.
Proposal 9. RAN2 confirms that UL HbH flow control is excluded from Rel-17 IAB RAN2 work scope.
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