Page 4
Draft prETS 300 ???: Month YYYY
3GPP TSG-RAN WG2 Meeting #112-e	R2-2009652
Online, 02 – 13 November, 2020		
Agenda Item:	   8.4.3 
Source: 	   Huawei, HiSilicon
Title:	   Consideration of topology adaptation enhancement for R17-IAB
Document for:	   Discussion
[bookmark: _Ref174151459][bookmark: _Ref189809556]Introduction
In terms of scenarios, the IAB-node may migrate from one parent node to another parent node under same IAB-donor or different IAB-donor. In Rel-16, only the intra-donor migration procedure was discussion in IAB. 
In Rel-17, the inter-donor migration was first discussed at last RAN3 meeting, and made the following agreements [1].
The following cases for inter-donor migration are studied:
a) IAB-MT is migrated between IAB-donors.
b) IAB-MT is simultaneously connected to two IAB-donors.
c) IAB-DU is simultaneously connected to 2 donor-CUs (common understanding is that we won’t break F1 interface principles).
d) IAB-MT performs RLF recovery at new IAB-donor.
The migration mechanism should allow to migrate to another donor all or some devices (the IAB nodes and/or UEs directly or indirectly served by the top-level IAB node).
We assume that all parent-child relations are retained at the new donor (common understanding that this also includes UEs).
UEs and IAB-MTs should not be forced into connection re-establishment in order to migrate to a new donor (common understanding that the network shall not force disconnection).
The following information should be made available to the new donor:
1. Contexts of all involved UEs.
2. Contexts of all involved MTs.
3. Contexts of all involved DUs.
4. Backhaul and topology-related information.
5. IP address information.
Current signalling is taken as baseline for inter-donor migration for UEs and IAB-MTs.
As baseline, IAB-MT migration should use a separate procedure w.r.t. the migration of the collocated IAB-DU, the served UEs and the served MTs. 
In this paper, we mainly discuss the RAN2-related issues about the inter-donor IAB-node migration procedure. 
Discussion
Inter-CU migration procedure
General principle
In IAB topology, different IAB-nodes can be divided into two types: leaf IAB-node or intermediate IAB-node. Each leaf IAB-node only serves UEs, while an intermediate IAB-node has one or more descendent IAB-nodes. Apparently, for inter-donor IAB-node migration, the migrating node can be a leaf IAB-node or an intermediate IAB-node. However, when a migrating node migrates from on parent node to another parent node under different IAB-donor, how does its child node handle? 
Based on the above agreements, RAN3 has agreed the migrating node and all/parts its child IAB-nodes/UEs migrate together to the same target IAB-donor, and all parent-child relations among them are retained. That means, a group-based migration mechanism should be supported in Rel-17. As shown in figure 1, take the migrating node as leaf IAB-node for example, IAB-node3 is the migrating node, all/parts child UEs will migrate with IAB-node3 together as a group. 
Proposal 1: Support group-based inter-CU migration in Rel-17, i.e. the migrating node and all/parts its child IAB-nodes/UEs migrate together as a group to the same target IAB-donor.
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Figure 1 An example of group-based inter-donor migration in Rel-17
As shown in figure 2, it provides an example of inter-donor IAB-node migration procedure for IAB-node3. This procedure has the following steps:
1. The source IAB-donor decides to initiate group migration procedure for the migrating node IAB-node3 and some/all its descendant UEs. 
2-5. Migration preparation procedure to the migrating group. The details need to be studied. 
6-8. UE obtains a new configuration from the target IAB-donor like the “HO command”, e.g. PDCP configuration.  
9. The RACH procedure can be absent if no parent IAB node changes. 
10. UE sends an RRCReconfigurationComplete message. 
11-13. The target IAB-donor sends a “handover command” to the migration node3 through the source IAB-donor. 
Notes: RRCReconfiguration message for UE generated by the target IAB-donor should be sent from the source IAB-donor to the migrating node, before the migrating node performs the RACH for migration to target IAB-donor.
14-16: The migrating node initiates random access procedure to new parent node, and sends an RRCReconfigurationComplete message to the target IAB-donor through the new parent node. 
17. The migrating node initiates the establishment of SCTP association and F1 interface to the target IAB-donor. The details needs to be studied.
Notes: The step 17 may needs to be updated, pending on the discussion for F1 migration procedure design in R3.
18-19. The target IAB-donor initiates the UE Context Setup procedure to the migrating node.
20. The migrating node forwards the RRCReconfigurationComplete message for UE. 
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Figure 2 An example of inter-donor IAB-node migration procedure
At last RAN3 meeting, it also agreed to study the case that IAB-MT is simultaneously connected to two IAB-donors for inter-donor migration. Currently, in NR, UE can connect source gNB and target gNB simultaneously in two ways during its handover. One is to use DC mechanism, that is, UE first adds the target as a secondary node before handover from the source to the target. Another way is to use DAPS mechanism, in which UE maintains a connection to the source during its handover.  
Similar to UE, it is reasonable for IAB-MT to reuse these two ways to connect two IAB-donors simultaneously for inter-donor migration. 
Proposal 2: RAN2 to discuss whether to achieve the IAB-MT simultaneous connection with both source and target donors via SCG addition in DC architecture or via DAPS. 
RACH-less for Uu interface
For group-based migration, the network topology in the migration group will not change before and after the migration. As shown in figure 1, IAB-node3 migrates from IAB-node1 to IAB-node2, but all child UEs are always connected to the IAB-node3. In this case, almost all operations of UEs can remain unchanged, except that the security key needs to be updated due to the change of IAB-donor-CU, and the synchronization to the IAB-node3 will be kept by the UEs. Then the RACH procedure of the child node when migrates with parent node seems can be skipped, and this is helpful for avoiding RACH signalling storm. 
Proposal 3: During the inter-donor migration procedure, the descendant IAB-nodes/UEs of the migrating IAB node perform the reconfiguration with sync after receiving the handover command, but no need to perform the RACH. 
CHO and DAPS in IAB
As mentioned in [2], how to enhance robustness and reduce service interruption during the inter-donor IAB-node migration also need to be studied in Rel-17.
In Rel-16, a conditional handover (CHO) is defined as a handover that is executed by the UE when one or more handover execution conditions are met. The purpose of CHO is to avoid the call drop caused by UE unable to receive the handover command from source gNB due to the weak signal, so it can effectively enhance robustness for handover. 
It is reasonable that this mechanism can be reused for inter-donor IAB-node migration in Rel-17. For any IAB-node, the CHO will be beneficial for robustness improvement of inter-donor migration, similar as for a normal UE. In addition, when an IAB-node triggers a migration from one parent node to another parent node under different IAB-donor, it can no longer receive packets including handover command for its child nodes, so these child nodes can trigger migration by using CHO. Otherwise, the migrating node may need to waiting long time before it can perform handover, this may increase the handover failure risk due to too late handover. 
That is, the source donor-CU can configure CHO for some IAB-nodes, together with UE’s CHO, which can be supported by Rel-16 specification by reusing the Rel-16 UE’s behaviour. For example, as shown in figure 2, both IAB-node3 and UE1 can be configured the CHO configuration, and they can trigger CHO respectively if one or more handover execution conditions are met. 
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Figure 3 An example for CHO in IAB
Proposal 4: The source donor-CU can configure CHO for some IAB-MTs, where Rel-16 specification for UE’s CHO behaviours can be considered as baseline. 
As a typical case, after the migrating IAB-node performing CHO, the descendant IAB-nodes/UEs may not trigger CHO because the link quality between the migrating IAB-node and the descendant IAB-node/UE is still good. In this case, the descendant IAB-nodes/UEs will not work properly. Therefore, how to deal with the descendant IAB-node/UE after the migrating IAB-node performing CHO needs further discussion. 
Proposal 5: RAN2 to discuss the HO procedure/operation at child IAB-node/UE after the migrating IAB node executes the CHO. 
In Rel-16, dual active protocol stack (DAPS) handover is defined as a handover that UE can maintain the source gNB connection after reception of handover command and until releasing the source cell after successful random access to the target gNB. The purpose of DAPS handover is to reduce the service interruption during UE handover.
Similarly, it is reasonable for IAB-MT to reuse this mechanism during its handover. 
Proposal 6: In Rel-17, DAPS should be supported for the migrating IAB-MT. 
Inter-CU recovery procedure
General principle
Similar to the intra-CU RLF recovery defined for IAB node in R16, when an IAB node in SA mode detects BH RLF, and try to perform RLF recovery. The different part is, the IAB node under recovery access a new parent node which connects to a new IAB-donor-CU. As shown in the following figure, we give an example of the intra-donor-CU RLF recovery procedure. 


Figure 4. Procedure for IAB node to perform inter-donor CU RLF recovery.
Step 1. The IAB-MT of the IAB node declares BH RLF. 
Step 2. The IAB-MT undergoing recovery performs Random Access towards a new patent IAB-DU.
Step 3. The IAB-MT undergoing recovery sends RRCReestablishmentRequest to the new IAB-donor-CU, via the new parent IAB-node.
Step 4. The new IAB-donor-CU retrieves the UE Context for the IAB-MT undergoing recovery, through the Retrieve UE Context procedure in the Xn interface.
Step 5. The new IAB-donor-CU send RRCReestablishment to the IAB-MT undergoing recovery via the new parent IAB-node. In this step, the new IAB-donor-CU the send a DL F1AP message, which includes an RRC container to carry the RRCReestablishment, to the new parent IAB-node via the recovery path, and then the new parent IAB-node will send the RRCReestablishment to the IAB-MT undergoing recovery.
Step 6. The IAB-MT undergoing recovery send RRCReestablishmentComplete to the new IAB-donor-CU via the recovery path. In this step, the IAB-MT undergoing recovery will send the RRCReestablishmentComplete to the new parent IAB-node, and then the new parent IAB-node will send an UL F1AP message, which includes an RRC container to carry the RRCReestablishmentComplete, to the new IAB-donor-CU, via the recovery path.
Step 7. The new IAB-donor-CU provides updated BH related configuration to the nodes on the recovery path (e.g. the new parent IAB node, intermediate hop IAB-node on the new path, the new IAB-donor-DU, etc.), which includes the routing and BH RLC channel mapping configuration related to the IAB-node undergoing recovery. 
After step 7, the packets originated from or to the IAB-DU of the IAB-node undergoing recovery can be transmitted via the recovery path. Before that, new IP address(es), a new BAP address, a new default BH RLC channel, and a new default UL BAP routing ID can be provided by the new IAB-donor-CU to the IAB-MT undergoing recovery via RRC. 
Step 8. The IAB-DU of the IAB-node undergoing recovery can establish F1 connection to the new IAB-donor-CU. This step also includes the TNL association establishment between the IAB-DU undergoing recovery and the new IAB-donor-CU.
Step 9. The new IAB-donor-CU can provide updated BH related configuration to the IAB-node undergoing recovery. The updated BH related configuration, may include the establishment of BH RLC channels, BAP mapping to these BH RLC channels, BAP routing configuration, etc.
Step 10. UE connects to the IAB-node undergoing recovery performs RRC connection Re-establishment towards the new IAB-donor-CU. 
Step 10 enables the UE migrate to the new IAB-donor-CU with the IAB-node undergoing recovery. This can be considered as a default way, since we take such assumption in the R16 BH RLF recovery scenario. How to handle the connected UEs and descendent IAB-nodes will be further discussed in section 2.2, but here we can take the step 10 as a baseline.
In the above procedures, the IAB-node performs RLF recovery from step 2- step 8. After step 8, the IAB-DU undergoing recovery can continue to provide service for its descendent nodes and/or connected UEs. In this example, only one connected UE is shown, but the IAB-node may also has some descendent IAB-nodes.
It is worth to be mentioned that, in the step 8 of Figure 1, the IAB-DU part will perform recovery also through initiating F1 Setup procedure towards the new IAB-donor-CU, after the IAB-MT finishing its RRC connection re-establishment. This may result in long term service interruption as well as signaling storm since all the UE related context for the child IAB nodes and UEs will be erased and need to be setup after the F1 connection between the IAB-DU and the new IAB-donor-CU being setup. Some enhancement can be considered for fast recovery of IAB-DU’s F1 connection, but most of the work should due to RAN3. Before RAN3 provide the detailed enhancement, we could take the procedure shown in Figure 1 as a baseline procedure of inter-CU BH RLF recovery. 
Proposal 7: RAN2 considers Figure 4 as a baseline for the inter-CU BH RLF recovery.
Handling at descendent IAB nodes and UEs
In R16, if the IAB-node which performs intra-donor-CU RLF recovery select to connect to a new path (i.e. the recovery path) via new parent node, all the descendent IAB-nodes and UEs connects to the recovery IAB-node and these descendent IAB-nodes will migrate with the recovery IAB-node, and connect to same IAB-donor-CU via the recovery path. These descendent IAB-DUs switch F1/non-F1 traffic to the new path through receiving new BH related configuration from the IAB-donor-CU, using new configured IP address(es) if the new path has a new IAB-donor-DU. No impact to UEs are expected. 
For the inter-donor-CU recovery case, if we still take the assumption that all the descendent IAB-nodes and UEs will migrate with the recovery IAB-node in a default way, as all the descendent IAB-nodes and UEs may need to perform RRC connection re-establishment to the new IAB-donor-CU as the step 10 in the Figure 1, since their RRC anchor is changed. This is different from the intra-donor-CU recovery scenario, which has no impact to the RRC connection of the descendent nodes and UEs. In such case, how to enable the descendent nodes (including IAB-nodes and UEs) to initiate RRC connection re-establishment should be solved at first. 
In addition, an alternative way is that the descendent IAB-nodes and UEs will not migrate with the upstream recovery IAB-node if it recover to a new IAB-donor-CU, then these descendent IAB-nodes and UEs can leave the upstream recovery IAB node and may perform RLF recovery procedure by themselves. No matter which way among the above two (migrate with the recovery IAB-node, or leave the recovery IAB-node) will be adopted by the descendent IAB nodes, these descendent IAB-nodes will perform IAB-DU part recovery to the IAB-donor-CU after the IAB-MT part finishing the RRC connection re-establishment. 
Apparently, how to deal with the descendent IAB-nodes and UEs will have impact for both RAN2 and RAN3, since this will involve both the IAB-MT recovery and IAB-DU recovery. 
Proposal 8: RAN2 discuss behaviors of the descendent IAB-nodes/UEs of the IAB-node recovering to a new IAB-donor-CU via new path, in the following two aspects:
1) How can descendent IAB-nodes and UEs be aware of the CU change?
2) Whether descendent IAB-nodes and UEs should re-establish to new IAB-donor-CU together with the recovering IAB-node?
1.1 Enhancement for BH RLF notification
As listed in [3], in the R16 IAB discussion, companies has proposed the following 5 types of BH RLF indication from parent node to child node, but only the Type 4 has been agreed. 
· Type 1 – “Plain” notification: Indication that BH link RLF is detected by the child IAB-node.
· Type 2 – “Trying to recover”: Indication that BH link RLF is detected, and the child IAB-node is attempting to recover from it. 
· Type 3 – “BH link recovered”: Indication that the BH link successfully recovers from RLF.
· Type 4 – “Recovery failure”: Indication that the BH link RLF recovery failure occurs. 
· Type 4x – “Indicating child nodes to perform RLF procedure”: it is implementation when the parent sending this indication, and the child node should perform RLF related procedure when receiving this indication. 
In fact, the Type 4 indication received by child node will be taken as the RLF is detected by the child node itself. So the Type 4x is somehow has been achieved by the agreed type 4 for SA IAB node. With Type 4 indication, the child node has no choice but only to perform RLF recovery if work in SA mode, since the parent node is not able to provide BH connection to the IAB-donor again. However, only with Type 4, it is unable for the child node to do some proactive work which may be beneficial at reducing the service interruption impact. Comparatively, the Type 1, 2, 3 indication aim at providing some early information to child nodes. For example, the child nodes may prepare RLF recovery (e.g. performing measurement) as early as possible, when receive the Type 1 indication, and give up the RLF recovery procedure when receive the Type 3 indication. 
Observation 1: Type 1, 2, 3 BH RLF indication can provide some early information to child nodes, may be beneficial for service interruption reduction.
From the perspective of reducing the service interruption caused by the BH RLF, we suggest
Proposal 9a: R2 agrees to support the following indications for BH RLF indication to child nodes:
· BH recovering indication: Indication that parent IAB node detects the BH RLF and is recovering 
· [bookmark: OLE_LINK54][bookmark: OLE_LINK55]BH recovered indication: Indication that parent IAB node successfully recovers from RLF.
Proposal 9b: The behaviors of child node upon receiving the above two indications are to be discussed.
1.2 Enhancement for topology redundancy and routing
Local (re-)routing enhancement
In R16, the local re-routing decision is only allowed when the matched egress BH link is RLF. And when an IAB node or IAB-donor-DU performs re-routing for some packets, the BAP routing ID contained in the packets will not be changed, the node just chooses an available egress link from the configured routing table, whose entry has same BAP address contained in the BAP header of the packet. 
Nevertheless, the local decision for re-routing is also beneficial for some other cases, e.g. congestion mitigation, load balancing, etc. For example, as shown in Figure 1, if the link between IAB node y and IAB node 1 is congested, the IAB node y can transmit very limited packets to the IAB node 1, and those packets which should be transmitted via IAB node 1 according to the carried BAP routing IDs will be stacked at the IAB node y. Then there are two risks, one is that the buffer in IAB node y may overflow, another one is that some stacked packets may over lifetime even if they can be transmitted after the congestion mitigation. If the IAB node y can perform re-routing for these stacked packets as early as possible, the above two risks can be avoided.
Proposal 10: R17 IAB allows local re-routing in BH link for other cases (e.g. congestion mitigation, load balancing, etc.) in addition to BH RLF. 
Routing enhancement via descendant nodes 
In R16, the routing redundancy for IAB node relies on the dual connectivity of the IAB-MT, i.e. an IAB node may connect to 2 parent nodes. Such routing redundancy with DC will be beneficial for the robustness and data rate improvement for wireless BH link. 


Figure 5. Example for redundancy path relies on child node.
If the IAB node only connects to one parent node, there seems no available redundant link and may impact transmission for the IAB node and some descendent nodes. For example, in figure 1, IAB node 1 only has one parent node, i.e. the IAB donor, when the link between the IAB node 1 and its parent node is RLF, IAB node 1 try RLF recovery but may not success, then IAB node 1 will send BH RLF notification to its child IAB nodes (e.g. IAB node x, IAB node y in Figure 5) according to R16 mechanism. The behavior of child nodes after receiving the BH RLF notification from IAB node 1 will be similar as they detect RLF for the link towards the IAB node 1. Obviously, the child nodes will do nothing for continuing traffic transmission until then, and a lot of uplink traffic will be stagnated in the IAB node 1. Furthermore, these stagnated uplink traffic may be discarded and such packet loss will not be recoverable if IAB node 1 fail the RLF recovery, then the situation will become worse.
Observation 2: When an IAB node detects BH RLF, the RLF recovery procedure and consequent sending BH RLF notifications to child nodes if recovery fails, may cause long term service interruption and unrecoverable packet loss for some traffics served by descendent nodes. 
It is worth noting that when the IAB node 1 fails the BH RLF recovery, there still exist one alternative path between the IAB node 1 and the IAB donor: IAB node 1→IAB node y →IAB node 2→IAB donor. Because the IAB node y has two parent node and the path to IAB donor via IAB node 2 is still available. If it is possible for IAB node 1 to use this alternative path, the IAB node 1 can continue service to UEs and descendent IAB nodes other than the IAB node y. This special alternative path does not require change of connection relationship between IAB node 1 and IAB node y (the MT part of IAB node y still connects to DU part of IAB node 1), and it can be achieved through providing some special routing configuration in advance. Such re-routing method through a DC child node will be beneficial for reducing the service interruption and avoiding UL packet loss problem in some scenario, and worth to be discussed in R17.
Observation 3: The IAB node may use a special path through its child node in DC mode as an alternative path to transmit packets towards IAB donor, this will be beneficial for service interruption reduction and avoiding UL packet loss problem. 
Proposal 11: The routing redundant enhancement, which allows IAB node rerouting upstream data through its child node with dual connection in case of BH RLF, should be considered in R17.
Inter-donor-DU re-routing
As introduced in clause 2.2, the re-routing in R16 does not allow changing the carried BAP routing ID, and inter-donor-DU UL re-routing is not supported, since the destination BAP address in UL packets identifies the IAB-donor-DU. 
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Figure 6. Scenarios for changing conneted IAB-donor-DU when topology update
However, as shown in Figure 6, if the IAB topology is updated, e.g. IAB node 1 performs intra/inter-donor migration or BH RLF recovery, and it connects to a new IAB-donor-DU 2 which is different from the original IAB-donor-DU 1, then all the packets destined to the original IAB-donor-DU 1 buffered in this IAB node 1 will not be able to be transmitted via the new path to the new IAB-donor-DU2. If these packets contains UE’s PDCP PDUs, the PDCP PDUs will be lost and cannot be re-transmitted by UEs, since they have been acknowledged by the RLC layer in the access link between UE and IAB node 1. The PDCP entity in existing UE will not retransmit PDCP PDUs has been Acked by RLC layer according to PDCP specification. 
We know that in R16 IAB, the packet lossless is achieved through BAP layer re-routing mechanism, but apparently the real lossless cannot be ensured in inter-donor-DU topology update scenario, due to that the inter-donor-DU rerouting is not allowed. Considering that both the intra-donor-CU and inter-donor-CU topology update may involve the change of IAB-donor-DU, it is essential for allowing the inter-donor-DU re-routing to ensure real lossless.  
Proposal 12: R17 IAB should support the inter-donor-DU re-routing, to support the data lossless when topology updates. 
In addition, since the IAB-donor-DU is changed during the topology adaptation procedure. For the UL packets originally transmitted in source path, the destination of these UL packets are identified by the IP address(es) of the source CU-UP. However, when these UL packets are rerouted to the target path with another IAB-donor-DU, these UL packets may be discarded since the IP address(es) may be filtered by the target IAB-donor-DU. In order to avoid these UL packets to be discarded by the target IAB-donor-DU, one straightforward approach is to disable the IP filter function in the target IAB-donor-DU during migration, however this may additionally introduce security risk. Alternatively, the IP address(es) of these UL packets can be notified to the target IAB-donor-DU, and the target IAB-donor-DU will not to discard these UL packets based on the received IP address(es).
Observation 4: For supporting the inter-donor-DU re-routing, the packet dropping problem due to source IP filtering at the target IAB-donor-DU can be avoided by updating the source IP filtering configuration to enable the re-routed packets pass the IP address checking.
Proposal 13: If source IP filtering mechanism is deployed at the target IAB-donor-DU, how to avoid the re-routed packets being discarded should be solved, up to RAN3.
Inter-donor redundancy
Based on the following agreements in the last RAN3 e-meeting, IAB topology redundancy was studied in order to achieve higher reliable and robust topology.
	Analyze Scenario 1 and Scenario 2 for inter-Donor Topology Redundancy, with the principle that an IAB-DU only have F1 interface with one Donor-CU:
· Scenario 1: the IAB is multi-connected with 2 Donors. 
· Scenario 2: the IAB’s parent/ancestor node is multi-connected with 2 Donors.



Firstly, from the scenario point of view, the inter-donor topology redundancy is only applied for the IAB-node located in the edge of the coverage of two IAB-donor. However for the most of IAB nodes, they are not in the coverage of two IAB-donor in the network deployment. 
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Figure 7: An example for IAB topology redundancy
In addition, if the two scenarios are agreed, the configuration of the redundancy link may introduce a lot of tough problems. For example the leg 2 in Scenario 2, with the principle that an IAB-DU only have F1 interface with one donor-CU, IAB-donor-DU 2 and IAB-node 2 are under the control of IAB-donor-CU 2 and configured by IAB-donor-CU 2 via F1AP, while IAB-node 3 and IAB-node 4 are configured by IAB-donor-CU 1 via F1AP. In other word, two separate parts of a routing path are configured by different IAB-donor-CU. Therefore, two IAB-donor-CU at least need to exchange the topology and QoS information with each other so as to overall determined fairness routing and scheduling. And for routing configuration, since BAP routing ID is allocated by IAB-donor-CU and current BAP routing ID is only unique within IAB-donor-CU. BAP routing ID may collision when an UL packet from IAB-node 4, which using a BAP routing configured by IAB-donor-CU 1, transmits to IAB-node 2 and IAB-donor-DU2. Based on the limited applicable scenario and a lot of technological difficulty, we propose not to support the inter-donor topology redundancy in R17.
Observation 5: The scenarios for inter-donor topology redundancy is rare case and requires significant specification impacts and standard efforts.
Proposal 14: Not to support the inter-donor topology redundancy in R17 (i.e. connecting a donor-CU via the donor-DU of another donor-CU).
F1-C over NR access link
As for CP/UP separation, CP uses only one hop in FR1, which means IAB-node can directly connect to the IAB-donor for RRC and F1-C connections of IAB-MT and IAB-DU. While UP can use multiple hops and multiple paths in FR2. From the CP point of view, directly connecting between IAB-node and IAB-donor is beneficial to reduce the latency for configuration. And UP can achieve higher reliability and throughput owning to the redundancy paths in backhaul link and larger bandwidth in FR2.
However in R16, the routing path for UP data and CP messages can be separately configured, which means the CP and UP can be naturally separated by the implementation of routing configuration.
Observation 6: CP/UP separation can be realized by the implementation of routing configuration.
For F1-C over the NR access link, this can be another option to realize the CP/UP separation for IAB node. However, at least it will introduce additional standard impacts, and this is not included in the scope of WID.
Proposal 15: Not to support the F1-C over SRB in NR access link for CP/UP separation in R17.
Multiple IAB-MTs
The main motivation of the multiple IAB-MTs in an IAB-node is to establish the multiple connections, larger than 2, to different parent nodes. However, in the multi-hop topology with dual-connectivity, each hop IAB-node may have two parent nodes, thus there may exist at most 2n routing paths between an IAB-node and IAB-donor, where n is the number of hops. Therefore, it is robust enough for load balancing and reliability with the IAB-node’s dual-connectivity. So there may be no need to introduce multiple connections, larger than 2, for an IAB node. 
In addition, as for dual connectivity, it was already supported by current version specification with only one MT in an IAB-node. If we want to introduce multiple IAB-MTs for an IAB-node, some further problems need to be resolved, such as duplexing between multiple MTs and DU, routing enhancement for BAP. And no clear gain can be achieved with multiple-MT than current DC architecture. Therefore, we propose not to support the multiple-MT in R17.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Proposal 16: Not to support the multiple-MT in R17.
Conclusion
In this paper, we mainly focus on the RAN2-related issues on inter-donor IAB-node migration procedure, and provide the following proposals:
Observation 1: Type 1, 2, 3 BH RLF indication can provide some early information to child nodes, may be beneficial for service interruption reduction.
Observation 2: When an IAB node detects BH RLF, the RLF recovery procedure and consequent sending BH RLF notifications to child nodes if recovery fails, may cause long term service interruption and unrecoverable packet loss for some traffics served by descendent nodes.
Observation 3: The IAB node may use a special path through its child node in DC mode as an alternative path to transmit packets towards IAB donor, this will be beneficial for service interruption reduction and avoiding UL packet loss problem. 
Observation 4: For supporting the inter-donor-DU re-routing, the packet dropping problem due to source IP filtering at the target IAB-donor-DU can be avoided by updating the source IP filtering configuration to enable the re-routed packets pass the IP address checking.
Observation 5: The scenarios for inter-donor topology redundancy is rare case and requires significant specification impacts and standard efforts.
Observation 6: CP/UP separation can be realized by the implementation of routing configuration.
Proposal 1: Support group-based inter-CU migration in Rel-17, i.e. the migrating node and all/parts its child IAB-nodes/UEs migrate together as a group to the same target IAB-donor.
Proposal 2: RAN2 to discuss whether to achieve the IAB-MT simultaneous connection with both source and target donors via SCG addition in DC architecture or via DAPS. 
Proposal 3: During the inter-donor migration procedure, the descendant IAB-nodes/UEs of the migrating IAB node perform the reconfiguration with sync after receiving the handover command, but no need to perform the RACH. 
Proposal 4: The source donor-CU can configure CHO for some IAB-MTs, where Rel-16 specification for UE’s CHO behaviours can be considered as baseline. 
Proposal 5: RAN2 to discuss the HO procedure/operation at child IAB-node/UE after the migrating IAB node executes the CHO. 
Proposal 6: In Rel-17, DAPS should be supported for the migrating IAB-MT. 
Proposal 7: RAN2 considers Figure 4 as a baseline for the inter-CU BH RLF recovery.
Proposal 8: RAN2 discuss behaviors of the descendent IAB-nodes/UEs of the IAB-node recovering to a new IAB-donor-CU via new path, in the following two aspects:
1) How can descendent IAB-nodes and UEs be aware of the CU change?
2) Whether descendent IAB-nodes and UEs should re-establish to new IAB-donor-CU together with the recovering IAB-node?
Proposal 9a: R2 agrees to support the following indications for BH RLF indication to child nodes:
· BH recovering indication: Indication that parent IAB node detects the BH RLF and is recovering 
· BH recovered indication: Indication that parent IAB node successfully recovers from RLF.
Proposal 9b: The behaviors of child node upon receiving the above two indications are to be discussed.
Proposal 10: R17 IAB allows local re-routing in BH link for other cases (e.g. congestion mitigation, load balancing, etc.) in addition to BH RLF.
Proposal 11: The routing redundant enhancement, which allows IAB node rerouting upstream data through its child node with dual connection in case of BH RLF, should be considered in R17.
Proposal 12: R17 IAB should support the inter-donor-DU re-routing, to support the data lossless when topology updates. 
Proposal 13: If source IP filtering mechanism is deployed at the target IAB-donor-DU, how to avoid the re-routed packets being discarded should be solved, up to RAN3.
Proposal 14: Not to support the inter-donor topology redundancy in R17 (i.e. connecting a donor-CU via the donor-DU of another donor-CU).
Proposal 15: Not to support the F1-C over SRB in NR access link for CP/UP separation in R17.
[bookmark: _GoBack]Proposal 16: Not to support the multiple-MT in R17.

Reference
[1] Chairman notes of RAN3#109e meeting. 
[2] RP-201293, New WID on Enhancements to Integrated Access and Backhaul. Qualcomm. 
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