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Introduction
During the last RAN3 meeting, IAB Enhancements for NR was discussed. And some agreements were achieved on topology adaptation, which includes the topics of inter-donor migration, service interruption and topology redundancy. In addition, an email discussion on Topology adaptation enhancements was initiated after the RAN2#110-2 meeting and potential issues on topology adaptation in RAN2 scope was discussed. In this contribution, we first discuss IAB node migration procedure with and without CHO/DAPS and potential RAN2 impacts. Then, we discuss CP/UP separation and enhancements to BH RLF indication. Finally, we discuss potential enhancements to re-routing and present our considerations.  

Discussion
According to IAB Enhancements WID, inter-donor IAB-node migration procedure could be performed to enhance robustness or for the purpose of load-balancing. Suppose inter-donor IAB-node migration procedure is initiated to enhance robustness, e.g, due to the radio link quality deteriorate, the migrating IAB node may has to disconnect to source parent node after receiving RRCreconfiguration from parent node. Alternatively, DAPS could be leveraged to allow IAB node connect to both source and target parent node temporarily during migration. However, if inter-donor IAB-node migration procedure is initiated for the load balance purpose, it is more appropriate that the migrating IAB node could maintain the connection with both source donor CU and target donor CU after receiving RRCreconfiguration, e.g. using DAPS or NR DC.  During RAN3#109-e meeting, it was agreed that the following four cases for inter-donor migration needs to be studied: 

Case 1) IAB-MT is migrated between IAB-donors.

IAB-MT is migrated between IAB-donors, which means that it only connects to one IAB-donor during migration. In this scenario, IAB-MT disconnects with source parent node upon receiving RRCreconfiguration message and migrates from source IAB donor to target IAB donor. In case 1), IAB node migration procedure is mainly initiated to enhance robustness.  
Case 2) IAB-MT is simultaneously connected to two IAB-donors

IAB-MT could connect to both source and target IAB donor CU simultaneously after receiving RRCreconfiguration message. DAPS could be leveraged by IAB-MT to connect to both IAB-donors during IAB node migration. Alternatively, IAB-MT simultaneously connected to two IAB-donors could be achieved using NR dual connectivity.  In case 2), IAB node topology adaptation procedure is  initiated to enhance robustness or for load balance. 
Case3) IAB-DU is simultaneously connected to 2 donor-CUs (common understanding is that we won’t break F1 interface principles)

IAB-DU could connect to both source and target IAB donor CU simultaneously. And it was also agreed not to break existing F1 interface principles, e.g. one gNB-DU connects to only one gNB-CU-CP.  As a result, in this case, IAB-DU connects to two IAB-donor CU-UPs simultaneously while connects to only one IAB-donor CU-CP. Alternatively, it was proposed that there may be two logical IAB-DUs in one IAB node [1]. Correspondingly, one logical IAB-DU could connect to source IAB-donor CU-CP and the other logical IAB-DU could connect to target IAB-donor CU-CP. 
Case4) IAB-MT performs RLF recovery at new IAB-donor.

IAB-MT detects RLF in the backhaul link with old parent node, and performs reestablishment to a cell which belongs to a new IAB donor CU. 

Observation 1: IAB-MT could simultaneously connect to two IAB-donors using DAPS or NR DC. 

Proposal 1: It is suggested to first study the case that IAB-MT migrates between IAB-donors and connects to only one IAB-donor during migration.

IAB node migration without CHO/DAPS 

In this section, we discuss basic IAB node migration procedure in which IAB-MT connects to only one IAB-donor during migration. As we know, the migration of IAB node comprises the migration of IAB-MT, IAB-DU, descendant IAB nodes and served UEs. During last RAN3 meeting, it was agreed that, as a baseline, IAB-MT migration should use a separate procedure w.r.t. the migration of the co-located IAB-DU, the served UEs and the served MTs. However, the handover sequence among the migration procedure of migrating IAB node, involved descendant IAB nodes and UEs has not been discussed yet. In our opinion, the following two options could be considered: 

Option 1: migration of IAB-MT is performed after all child/descendant IAB-MTs/UEs

Option 2: migration of IAB-MT is performed before child/descendant IAB-MTs/UEs

We discuss the IAB node migration procedure using the above two options respectively in the below. 

Proposal 2: The following two handover sequence could be further studied: 1)migration of IAB-MT is performed after child/descendant IAB-MTs/UEs; 2)migration of IAB-MT is performed before child/descendant IAB-MTs/UEs.
Option 1: migration of IAB-MT is performed after child/descendant IAB-MTs/UEs 

In this option,  IAB-MT performs migration after that of child/descendant IAB nodes and UEs. That means the child/descendant IAB nodes and UEs receives handover command firstly. And then the migrating IAB-MT receives handover command, disconnects to source parent node and accesses to target parent node. The example migration procedure is illustrated in Figure 1. The key steps are analyzed in the below: 

Step 2. Source donor CU performs mobility decision based on the measurement report and determine which IAB-nodes and UEs need to perform inter-donor CU migration along with the migrating IAB node. 
Step 3. Source donor CU initiates the migration procedure by sending handover request message for migrating IAB-MT, migrating IAB-DU, each child/descendant IAB-MT/DU and UE separately to target donor CU. 
Step 4. Target donor CU initiates UE context setup procedure for migrating IAB-MT with target parent node. 

Step 5. Target donor CU sends handover request ACK message for migrating IAB-MT, migrating IAB-DU, each child/descendant IAB-MT/DU and UE separately to source donor CU. And RRCReconfiguration message generated by target donor CU is contained in the handover request ACK message.
Step 6-7: Source donor CU sends RRCreconfiguration messages to descendant IAB nodes and UEs individually. RRCreconfiguration messages for descendant IAB nodes and UEs could be sent via source path in parallel. After source donor CU confirm that RRCReconfiguration messages for descendant IAB nodes and UEs have already been delivered successfully, donor DU sends RRCReconfiguration messages to migrating IAB-MT. As we know, source donor CU could determine whether RRCReconfiguration messages for descendant IAB nodes and UEs have already been delivered successfully by existing RRC DELIVERY REPORT procedure. 

Step 8: After receiving RRCReconfiguration messages from source donor CU, descendant nodes and UEs performs reconfiguration. However, since their serving cells are not actually changed, random access procedure could be skipped to accelerate the migration procedure. Descendant IAB nodes and UEs could perform the RRC reconfiguration and descendant IAB-DU could release F1-C connection with source donor CU after receiving RRCreconfiguration message.
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Figure 1. Migration of migrating IAB-MT is performed after migration of all child/descendant IAB-MTs/UEs

Proposal 3: Random access procedure could be skipped by descendant nodes and UEs to accelerate the migration procedure.
Step 10: After receiving RRCReconfiguration message from source donor CU, migrating IAB node disconnect with source parent node and performs random access with target parent node. Migrating IAB-DU could release F1-C connection with source donor CU after receiving RRCReconfiguration message.
Step 11a-11b: After accessing to the target cell, migrating IAB-MT sends RRCReconfigurationComplete message to target donor CU.
Step 12. Target donor CU configures BH RLC channels and BAP-sublayer routing entries on the target path between the target parent IAB-node and target IAB-donor-DU as well as DL mappings on the target IAB-donor-DU. These configurations may also be performed at an earlier stage, e.g. immediately after step 5. 

Step 13. Migrating IAB-DU and descendant IAB-DU shall establish F1 connection with target donor CU using the IP addresses received via RRCReconfiguration message. These messages could be initiated in parallel in order to reduce service interruption time.
Step 14. After migrating IAB-DU or descendant IAB-DU established F1-C connection with target donor CU successfully, target donor CU could initiate F1-U migration procedure to update the corresponding F1AP ID, TNL addresses, and GTP TEID of F1-U GTP tunnel. In addition, routing and traffic mapping configuration could also be reconfigured by target donor CU via F1 message in this step. In order to reduce service interruption time, the F1AP configurations information could be sent from target donor CU to IAB-DU at an earlier stage, e.g. via RRCReconfiguration message. For example, IAB-DU cell’s new NCGI, routing and traffic mapping information configured by target donor CU could be sent by target donor CU to source donor CU during handover preparation phase.  
Step 15. after migrating IAB-DU and descendant IAB-DU established F1 connection with target donor CU, RRCReconfigurationComplete message sent from descendant IAB-MT and UEs could be encapsulated in UE associated F1AP message (e.g. UL RRC message transfer message) and sent to target donor CU. 
Step 16-17. UE/migrating IAB node/descendant IAB node’s context is released in the source donor CU. And routing/traffic mapping/BH RLC channel configurations are released or reconfigured in the source path. 
Observation 2: If migration of IAB-MT is performed after child/descendant IAB-MTs/UEs, RRCReconfiguration messages for descendant IAB nodes and UEs could be delivered via source path in parallel. 

Proposal 4: F1AP configurations information could be sent via RRC message during handover preparation phase in order to reduce service interruption time.

Option 2: migration of IAB-MT is performed before child/descendant IAB-MTs/UEs

In this option,  IAB-MT performs migration before that of child/descendant IAB nodes and UEs. That means the migrating IAB-MT firstly receives handover command, disconnects to source parent node and access to target parent node. And then child/descendant node or UE receives handover command and performs the migration. The example migration procedure is illustrated in Figure 2. 

Step 1: IAB-MT performs migration, which is similar as normal UE’s handover procedure. In this step, the contexts of migrating IAB-MT, backhaul and topology information, IP address information, identities of all IAB-MTs/UEs should be included in the handover request message and sent to target donor CU. 
Step 2: IAB-DU performs migration. In our understanding, the migration of IAB-DU is comprised of DU context transfer, F1-C migration and F1-U migration procedures. Identity of IAB-MT collocated with the IAB-DU could be indicated from source donor CU to target donor CU.  

Step 3: child IAB-MT performs migration. This step is similar to the migration of IAB-MT in step 1. Child IAB-MT’s handover procedure could be initiated after source donor CU receives handover success message for its parent IAB node from target donor CU. As analyzed above, identity of its parent IAB node could be included in the handover request message for the child IAB-MT and sent to target donor CU. 
Generally speaking source donor CU would encapsulate RRCReconfiguration message for child IAB-MT into a UE associated F1AP message and deliver the F1AP message to child IAB-MT’s parent IAB-DU, i.e. the migrating IAB-DU. And then migrating IAB-DU could deliver the RRCreconfiguration included in the F1AP message to child IAB-MT. However, IAB node has already disconnects to source parent node, it is questionable how could RRCreconfiguration message for child IAB-MT which is included in F1AP message be delivered to the IAB-DU. One potential solution is that the F1AP message including RRCReconfiguration for the child IAB-MT be delivered from source donor CU via target path through target donor CU, which is similar as F1-C via LTE leg solution specified in R16 IAB. 
Step 4: the child IAB-DU performs migration similar to step 2.  

Step 5: UE performs handover. UE’s handover procedure is initiated after source donor CU receives handover success message for its serving IAB node from target donor CU. Similarly, UE identity in the DU (e.g. gNB-DU F1AP ID), and the identity of its serving IAB-DU could be contained in the handover request message. As analyzed in step 3, RRCreconfiguration message for UE could be delivered via target path through target donor CU. 

Step 6: optionally, source donor CU could indicate the completion of the migration to target donor CU after the migration procedure of all the involved UEs and IAB nodes have been initiated by source donor CU. 
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Figure 2. Migration of migrating IAB-MT is performed before migration of child/descendant IAB-MTs/UEs

As anylyzed above, If migration of IAB-MT is performed before child/descendant IAB-MTs/UEs, RRCReconfiguration message needs to be delivered via target path through target donor CU. And child/descendant IAB node/UE’s migration procedure could only be performed after its serving IAB node and upstream IAB nodes have been migrated, which would lead to long service interruption. While if migration of migrating IAB-MT is performed after the migration of all served IAB-MTs/UEs, migration procedure for child/descendant IAB nodes and UEs could be performed in parallel, which could reduce service interruption time.  As a result, it is suggested that migration of IAB-MT is performed after child/descendant IAB-MTs/UEs in the scenario of IAB-MT is connected to only one IAB donor during migration.

Observation 3: If migration of IAB-MT is performed before child/descendant IAB-MTs/UEs, RRCReconfiguration message needs to be delivered via target path through target donor CU.

Observation 4: If migration of IAB-MT is performed before child/descendant IAB-MTs/UEs, child/descendant IAB node/UE’s migration procedure could only be performed after its serving IAB node and upstream IAB nodes have been migrated.  
Proposal 5: In the scenario of IAB-MT is connected to only one IAB donor during migration, it is suggested that migration of IAB-MT is performed after child/descendant IAB-MTs/UEs.

IAB node migration using CHO
In R16, CHO is specified to reduce the handover failure rate. When it comes to IAB network, CHO is also beneficial to reduce the HO failure of migrating IAB node. The migrating IAB-MT can obtain multiple target cells’ handover configuration and handover execution condition information from the source Donor-IAB in handover preparation stage, and migrating IAB-MT may execute a handover when one or more handover execution conditions are met. In this way, migrating IAB-MT can receive the HO command in advance and decide to access to the target cell by itself, which is benefit at reducing the HO failure and improving handover robustness. In addition, when BH RLF is detected for IAB-MT, the IAB-MT may choose to sync with another available candidate parent IAB-DU based on CHO configuration sent by Donor-CU, which may reduce the service interruption, since the BH link for data transmission is recovered. Based on the analysis above, it is suggested that the CHO is support in R17 IAB.
Proposal 6:  It is suggested to support CHO for IAB-MT.
Assuming CHO is used in IAB node migration procedure, migrating IAB-MT may receive the CHO configuration of candidate parent nodes and CHO execution conditions from the source Donor-IAB during handover preparation phase. When one or more handover execution conditions are met, the migrating IAB-MT could execute a handover procedure to connect to the selected target parent IAB node. 

With regard to the child/descendant IAB node/UEs, it is necessary to perform migration from source donor CU to target donor CU along with migrating IAB-MT. However, the radio link quality between child/descendant IAB node/UEs and parent node may not deteriorate during migrating IAB-MT’s migration. It is hard to reuse R16 legacy CHO trigger conditions based on RSRP/RSRQ/SINR. In this case, IAB specific CHO trigger conditions for the child/descendant IAB-MT/UEs of the migration IAB need to be further considered. 

Observation 5: The radio link quality between child/descendant IAB node/UEs and parent node may not deteriorate during migrating IAB-MT’s migration.
Proposal 7: Assuming CHO is used in the migration of child/descendant IAB node/UE, new CHO trigger conditions need to be further considered. 
IAB node migration using DAPS
In R16, DAPS is introduced to reduce service interruption. According to TS38.300, the handover UE continues the downlink user data reception from the source gNB until releasing the source cell and continues the uplink user data transmission to the source gNB until successful random access procedure to the target gNB in case of DAPS handover. In addition, early data forwarding is introduced in DAPS handover, which means the source gNB can forward user data to the target gNB once the HANDOVER REQUEST ACKNOWLEDGE message is received from the target gNB. After the UE successfully connects to the target gNB, target gNB will send the forwarded DL user data immediately to UE. 
Suppose DAPS is introduced for IAB node, IAB-MT is able to keep the connection with both source and target donor CU during migration, which may also reduce the service interruption of IAB node. Specifically, the migrating IAB-MT can use the source path for data transmission during migration, it means the DL traffic for descendant IAB-node or UE  could still be forwarded via source path. In this sense, the service continuity of descendant IAB-node or UE is improved. Furthermore, the target gNB can make use of the early data forwarding feature in DAPS and transmit the early forwarded data to the migration IAB-MT and the descendant IAB-node/UE once they connect to the target parent node and the target path is ready. Based on the above analysis, it is suggested to support DAPS in inter-donor IAB node migration in R17. 
Proposal 8:  It is suggested to support DAPS in inter-donor IAB node migration in R17.
Figure 4 presents the migration procedure for IAB-node 3 with DAPS support. As we can see, IAB-node3 MT performs DAPS HO from the source parent IAB-DU to the target parent IAB-DU. The source parent IAB-DU and the target parent IAB-DU are connected to two different IAB Donor-CUs. During the DAPS HO procedure, the child IAB-node4 and UE1 migrate together with IAB-node 3. 
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Figure 4. DAPS HO for IAB-MT
Suppose DAPS is introduced for IAB node, the following enhancement need to be considered. We will take Figure 4 as an example and discuss them one by one.

 
(1)Since BH RLC channels are used for backhaul traffic forwarding by IAB nodes, it is necessary for the source IAB-donor to decide which BH RLC channels are required to utilize DAPS and send the DAPS-HO BH RLC channels info to the target IAB-Donor. That is to say, DAPS should be applied per BH RLC channel. Upon receiving the handover command, IAB-node3 is required to create a MAC entity for target parent IAB-node2, establish an RLC entity and an associated DTCH logical channel for the target parent IAB-node2 for each BH RLC channel configured with DAPS. Similarly, descendant IAB-node4 is also is required to create a MAC entity for target parent IAB-node3, establish an RLC entity and an associated DTCH logical channel for the target parent IAB-node3 for each BH RLC channel configured with DAPS.


(3)As we know, for normal UE performing DAPS handover in NR, once it successfully connects to the target cell, the lower layer of UE, i.e. MAC layer, will indicate the transmitting PDCP entity of UE’s DAPS-HO DRB to perform uplink data switching procedure. However, for the child/descendant IAB node served by the migrating IAB-node, it may not perform random access since its connection with parent node does not change. In this case, it is necessary to consider how to inform the PDCP entity of child/descendant IAB node to perform uplink data switching. 

Proposal 9: For DASP supported in IAB, the following IAB-specific enhancements need to be considered. DAPS should be applied to per BH RLC channels, new successful access indication to the inform the UE perform uplink data switching need to be further considered. 
CP/UP separation  
During RAN3 109-e meeting, the following agreements on CP/UP separation were reached: 
Consider Scenario 1 and 2 for CP/UP separation:

Scenario 1: F1-C via M-NG-RAN node (non-donor node) + F1-U via S-NG-RAN node (donor node)

Scenario 2: F1-U via M-NG-RAN node (donor node) + F1-C via S-NG-RAN node (non-donor node)

Based on the above agreement, RAN2-related aspects on CU/UP separation were discussed in the email discussion [2] on Topology adaptation enhancements before this meeting. According to the email discussion, some companies think that RAN3 has not decided to support the above two scenarios. The above two scenarios are only agreed to be considered. So they suggest to wait for more input from RAN3. However, other companies argue that CP traffic transfer via separate NR access link (opposed to BH link) is beneficial, and RAN3 tends to support the above two scenarios. 

In our opinion, supporting F1-C traffic transfer via a non-donor node can provide lower latency delivery of F1-C traffic. On one hand, there could be significant and variable latency for traffic delivery over multi-hop wireliess data forwarding. Suppose control plane signaling is delivered via the non-donor node, the F1-C traffic only needs to travel over only one hop in air interface, thereby could potentially provide much shorter and more predictable latency. On the other hand, F1-C via non-donor node can provide a quick response from IAB-node to donor-CU under certain network conditions, e.g. congestion, route failure, RLF, etc.

Observation 6: F1-C traffic transfer via a non-donor node can provide lower latency delivery of F1-C traffic.

Proposal 10: RAN2 is suggested to support the following two CP/UP separation scenarios:

Scenario 1: F1-C via M-NG-RAN node (non-donor node) + F1-U via S-NG-RAN node (donor node)

Scenario 2: F1-U via M-NG-RAN node (donor node) + F1-C via S-NG-RAN node (non-donor node)
Assuming above two CP/UP separation scenarios are supported, the issue of how to transmit the F1-C traffic over the separate NR access link needs to be considered. In R16 IAB, an IAB node operating in EN-DC is allowed to deliver F1-C traffic over the LTE SRB. In our opinion, the above two CP/UP separation scenarios are similar to the F1-C over LTE scenario discussed in R16 IAB. As a result, similar solution as in R16 F1-C traffic via LTE in EN-DC scenario can be reused to deliver F1-C traffic via non-donor node. For example, the F1-C traffic could be encapsulated into NR RRC message and delivered via Uu interface.  

Proposal 11: Assuming CP/UP separation is supported, similar solution as in R16 F1-C traffic via LTE in EN-DC scenario can be reused to deliver F1-C traffic via non-donor node.
BH RLF indication enhancements
After the RAN2#110-2 meeting, an email discussion on Topology adaptation enhancements was initiated [2].  Enhanced BH RLF indication types including Type 1/2 RLF indication (when the IAB node experiences BH RLF or be trying BH link recovery) and Type3 RLF indication (when the IAB node successfully recovered BH link) were discussed in the email discussion. And it was proposed that RAN2 to discuss enhancements to RLF indication with the focus on the reduction of service interruption after BH RLF and avoidance of recovery attempts at former descendent nodes for reduced service interruption due to RLF recovery is FFS. In this section, we will analyze potential BH RLF indication enhancements considering the reduction of service interruption.

Upon receiving a Type 1/2 RLF indication from parent node, the IAB node will consider a “potential BH RLF” occurs in that link, it can perform early measurement for potential RRC re-establishment in case that the BH RLF cannot be recovered. In this way, the the time needed for potential RRC re-establishment can be reduced. Note that the state of  “potential BH RLF” is different from the state of “declaring RLF”, an IAB-node entering the latter state will directly perform RRC Re-establishment for recovery if DC is not configured. As for the IAB node declaring a “potential BH RLF”, they can perform the following operations with the aim of  reducing service interruption for descendant nodes or ancestor nodes. It should be noted that these operations can be up to implementation without specification effort.  

The IAB-DU can send a Type 1/2 RLF indication to its child node if there is no redundant paths to the IAB-donor-CU.

The IAB-DU can bar its cells or reset IAB support indication to avoid its ancestor IAB nodes to recover to it. In other words, the IAB node declaring RLF will not recover to former descendant nodes.

After sending a Type 1/2 RLF indication to its child, the IAB-DU can stop uplink scheduling with the aim of avoiding potential unnecessary transmission.

Observation 7: Type 1/2 RLF indication can help the IAB node to reduce service interruption in case of RLF, by up-to-implementation means such as barring cells, stopping uplink scheduling, early measurement, re-routing traffic.

Proposal 12: It is suggested that Type 1/2/3 RLF indications are introduced for reducing the service interruption caused by RLF.
Re-routing enhancements
In Rel-16, the packet re-routing during RLF is specified. To be specific, when IAB node MT/DU detects egress link failure of UL/DL packet, IAB node MT/DU could find backup routing path for UL/DL packet. The BAP routing ID of backup routing path should have the same destination BAP address with original routing path but corresponding to different next hop node. When such backup routing path is selected from routing table, IAB node MT/DU may determine the egress BH RLC channel on the egress link of the backup path and then deliver the packet correspondingly. 

Inter-donor DU re-routing

As shown in Figure 5, there are two donor DUs which connect to the donor CU. The IP address of IAB node DU is allocated by donor DU. According to Rel-16 specification, the donor DU1 and donor DU2 may perform the IP address allocation for IAB nodes. Suppose IAB node 2 is configured with redundant routing paths, such as path id 1 (IAB node 2->IAB node 1->donor DU1) and path id 2(IAB node 2->IAB node 1->donor DU2). In this case, both donor DU1 and donor DU2 allocate different IP addresses anchored on it for IAB node 2. Suppose IP1 and IP2 are allocated by donor DU1 and donor DU2 respectively, the IAB node 2 may utilize IP1/IP2 as the source IP address for the UL packet associated with path id 1/path id 2 respectively. In this way, donor DU could receive the data packet with the source IP address anchored on it and then forward it to donor CU. Otherwise, donor DU may discard the received UL packet due to ingress filtering applied by routers and middle boxes on the wireline network. 
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Figure 5 Example of inter-donor DU re-routing

As we know, the ingress filtering is usually applied as security measure to protect the network from address spoofing. It can be enabled or disabled according to operator’s preference. Suppose IAB node 1 detects RLF over the egress link towards donor DU1, it may be possible for IAB node 1 to re-route the UL packet destined toward donor DU1 to donor DU2 (called inter-donor DU re-routing). However, if ingress filtering is enabled, the re-routed UL packet shall be discarded at donor DU2. 

To solve this problem, donor CU may configure the IAB node/donor DU with an indication, which indicates whether the ingress filtering is enabled. If yes, during UL packet re-routing, the destination BAP address should be considered when selecting backup path. Otherwise, the destination BAP address could be ignored for the re-routing path selection. 

Observation 8: Inter-donor DU re-routing does not workable when ingress filtering is enabled.

Proposal 13: In order to support inter-donor DU re-routing, it is necessary for the donor CU to inform the IAB node/donor DU whether the ingress filtering/inter-donor DU re-routing is enabled.

Re-routing via descendant IAB node

During the email discussion, the UL packet re-routing via descendant IAB node was discussed. As shown in Figure 6, donor CU could configure IAB node 4 with routing path 1 (IAB node 4 -> IAB node 2 -> IAB node 1-> donor DU) , routing path 2(IAB node4->IAB node 3-> IAB node 1 -> donor DU), and routing path 3(IAB node 4 -> IAB node 5 -> IAB node 7 -> IAB node 6 -> donor DU). Suppose IAB node 4 detect the routing path 1 is not available, IAB node 4 may select the routing path 2 or routing path 3 for packet re-routing. 

Similarly, for the DL data forwarding, donor CU may configure IAB node 2 with two routing path towards IAB node 5, e.g. routing path 4 (IAB node2-> IAB node 4-> IAB node 5) and routing path 5 (IAB node2 -> IAB node1->IAB node 3-> IAB node 4 -> IAB node 5). Suppose IAB node 2 detect the routing path 4 is not available, IAB node 2 may select the routing path 5 and re-route the packet to IAB node 1. This can be regarded as DL packet re-routing via ancestor IAB node. 
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Figure 6 Example IAB network topology

No matter packet rerouting via descendant or ancestor node, the routing path is not shortest path. It is actually detoured path in the IAB network. During the email discussion, some companies think that rerouting via descendant nodes can use the Rel-16 centralized route configuration framework together with Rel-16 RLF-based local-rerouting. Of course donor CU may configure IAB node with these detoured routing path and use it when the previously selected routing path is not available. However, as we can see, this detoured routing path may introduce more packet forwarding hops. When selecting the re-routed path, the detoured path should be de-prioritized if other shortest path is available. 

In addition, it is possible that the re-selected routing path also happens RLF during the re-routing and the data packet would be re-routed multiple times, which may cause the routing loop. For example, IAB node 2 detects the RLF of link with IAB node 1, IAB node 4 may select the detoured path to re-route the UL packet to IAB node 3. Then IAB node 4 forward this packet to IAB node 3. When the UL packet arrives at IAB node 3, IAB node 3 detects the RLF of link with IAB node 1. Then IAB node 3 may further re-route the data packet to IAB node 4. In this case, the UL packet is delivered over IAB node 4 repeatedly which should be avoided.

Based on the above analysis, the re-routing via descendant/ancestor node is not a free meal. More discussions may be necessary to address the aforementioned issues.  

Observation 9: The rerouting path via descendant node may introduce more packet forwarding hops and should be de-prioritized if other shorter path is available.

Observation 10: It is possible that the re-selected routing path also happens RLF during the re-routing and the data packet would be re-routed multiple times.
Proposal 14: RAN2 to discuss whether the re-routing via descendant node should be supported. 
Conclusion
In this contribution, we  first discussed IAB node migration procedure and potential RAN2 impacts. Then, we discussed CP/UP separation and enhancements to BH RLF indication. Finally, we discussed potential enhancements to re-routing. And we have the following observations and proposals:

Observation 1: IAB-MT could simultaneously connect to two IAB-donors using DAPS or NR DC. 

Observation 2: If migration of IAB-MT is performed after child/descendant IAB-MTs/UEs, RRCReconfiguration messages for descendant IAB nodes and UEs could be delivered via source path in parallel. 

Observation 3: If migration of IAB-MT is performed before child/descendant IAB-MTs/UEs, RRCReconfiguration message needs to be delivered via target path through target donor CU.

Observation 4: If migration of IAB-MT is performed before child/descendant IAB-MTs/UEs, child/descendant IAB node/UE’s migration procedure could only be performed after its serving IAB node and upstream IAB nodes have been migrated.  
Observation 5: The radio link quality between child/descendant IAB node/UEs and parent node may not deteriorate during migrating IAB-MT’s migration.
Observation 6: F1-C traffic transfer via a non-donor node can provide lower latency delivery of F1-C traffic.

Observation 7: Type 1/2 RLF indication can help the IAB node to reduce service interruption in case of RLF, by up-to-implementation means such as barring cells, stopping uplink scheduling, early measurement, re-routing traffic.

Observation 8: Inter-donor DU re-routing does not workable when ingress filtering is enabled.

Observation 9: The rerouting path via descendant node may introduce more packet forwarding hops and should be de-prioritized if other shorter path is available.

Observation 10: It is possible that the re-selected routing path also happens RLF during the re-routing and the data packet would be re-routed multiple times.

Proposal 1: It is suggested to first study the case that IAB-MT migrates between IAB-donors and connects to only one IAB-donor during migration.
Proposal 2: The following two handover sequence could be further studied: 1)migration of IAB-MT is performed after child/descendant IAB-MTs/UEs; 2)migration of IAB-MT is performed before child/descendant IAB-MTs/UEs

Proposal 3: Random access procedure could be skipped by descendant nodes and UEs to accelerate the migration procedure.
Proposal 4: F1AP configurations information could be sent via RRC message during handover preparation phase in order to reduce service interruption time.

Proposal 5: In the scenario of IAB-MT is connected to only one IAB donor during migration, it is suggested that migration of IAB-MT is performed after child/descendant IAB-MTs/UEs.
Proposal 6:  It is suggested to support CHO for IAB-MT.
Proposal 7: Assuming CHO is used in the migration of child/descendant IAB node/UE, new CHO trigger conditions need to be further considered. 
Proposal 8:  It is suggested to support DAPS in inter-donor IAB node migration in R17.
Proposal 9: For DASP supported in IAB, the following IAB-specific enhancements need to be considered. DAPS should be applied to per BH RLC channels, new successful access indication to the inform the UE perform uplink data switching need to be further considered. 
Proposal 10: RAN2 is suggested to support the following two CP/UP separation scenarios:

Scenario 1: F1-C via M-NG-RAN node (non-donor node) + F1-U via S-NG-RAN node (donor node)

Scenario 2: F1-U via M-NG-RAN node (donor node) + F1-C via S-NG-RAN node (non-donor node)
Proposal 11: Assuming CP/UP separation is supported, similar solution as in R16 F1-C traffic via LTE in EN-DC scenario can be reused to deliver F1-C traffic via non-donor node.
Proposal 12: It is suggested that Type 1/2/3 RLF indications are introduced for reducing the service interruption caused by RLF.
Proposal 13: In order to support inter-donor DU re-routing, it is necessary for the donor CU to inform the IAB node/donor DU whether the ingress filtering/inter-donor DU re-routing is enabled.

Proposal 14: RAN2 to discuss whether the re-routing via descendant node should be supported. 
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