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Introduction
Forming an efficient IAB topology given a certain number and location of IAB nodes is complex. The IAB integration procedure enables integrating node, but it does not take into account the efficiency of the resulting topology. An efficient IAB topology can reduce frequency of topology migration caused by poor channel link quality.
On the other hand, BH RLF recovery efficiency is also very critical to reduce service interruption and improve user experience. When backhaul failure occurs there can be significant rearrangement of the network. It is important to ensure correct associations between UEs/IAB-MTs and parent nodes. 
IAB networks are expected to use millimetre wave spectrum, where backhaul failures caused by blockages can occur more frequently than in lower frequency spectrum. Ensuring that descendant nodes and UEs recover quickly upon backhaul failure in the network is very important to minimize the service interruption to UEs.
In this contribution, we discussed following points:
1) Examines the efficiency of IAB network topology and means to improve the topology. Using simulations, we compare a sequence of node integrations with no specific order (i.e., random) to a more organized sequence of node integrations which selects nodes to integrate based on signal strength to the best already-integrated node.
2) Enhancements to the backhaul RLF handling procedures to achieve quick response of the descendant nodes and UEs and minimize service interruption to UEs
[bookmark: _GoBack]Discussion
Topology Adaptation Enhancement
IAB networks are setup to improve capacity and coverage for UEs. It is important to establish an efficient topology when an IAB network is setup. Additionally, IAB nodes will be incrementally added after some initial nodes are deployed. It is important to reorganize the network to make the topology efficient as new nodes are added. While such initial setup and reorganization may not be frequent, it is critical to ensure that the resulting topology at the end of the initial setup or reorganization is as efficient as possible.
IAB nodes follow the same procedures as UEs for attaching to the network. The overall procedure for IAB node integration is shown in Figure 1 below (from TS 38.401 [1]). In the first stage the IAB MT setup is performed. The MT of an IAB node, in its role as a regular UE, identifies a parent node (another IAB node or an IAB donor). The MT then performs random access and transmits an RRC connection setup request to the CU via the parent node. Following that, the backhaul RLC channel for carrying CP traffic to and from the IAB node is established. This is followed by a routing update phase which includes configuration of BAP routing identifiers and updating of routing tables of the IAB donor DU and all IAB nodes on the path to the IAB node. Following that, in the IAB DU setup phase, the DU functionality of the IAB node is configured (which consists of setting up of the F1-C connection between the IAB node and the IAB donor CU). Once this is completed, the IAB node can provide service to UEs.


[bookmark: _Ref19701795]Figure 1: Integration procedure for IAB node (TS 38.401)
IAB nodes can be integrated into the network (referred to as IAB node “activation” below) in different sequences within the same area. Even if all IAB nodes are to be activated at about the same time, the completion of the node integration phases will take different durations for different IAB nodes. There will be variations in the amount of time taken due to the number of hops and signal conditions. Given that UEs/MTs can attach to the IAB node upon completion of the IAB DU setup, the differences in the durations to complete the integration procedure at different IAB nodes can result in:
· IAB nodes selecting sub-optimal parents, and
· UEs selecting sub-optimal parents.
We analyze the extent of the sub-optimal parent selection in simulations described below. 
First we study IAB node integration and resulting topology under different assumptions. One IAB donor with three sectors is considered. N IAB nodes are randomly dropped per sector (N = 3 and N = 5 are considered). To understand how the order in which IAB nodes are activated affects the topology, we compare the following two activation schemes:
· Randomly chosen sequencing: the IAB nodes are activated in a randomly chosen order, while ensuring that there are no cycles in the network.
· The IAB nodes are activated in an “Ideal” sequence
The ideal sequencing tries to ensure that IAB nodes are activated in the order of links with best RSRP. This results in each node attaching to a parent with the best RSRP thereby avoiding further topology changes immediately after the nodes are activated. Note that the ideal sequencing cannot be implemented in practice as the RSRP measurements made by the IAB nodes are not available to the network to make activation decisions. The “Ideal” sequencing procedure is implemented in simulations as described below:
· The set of potential parents P initially consists of the IAB donor only.
· While there are IAB nodes to be activated:
· From the set of un-activated IAB nodes, select the IAB node N with the strongest signal to a potential parent Pi in P, make Pi the parent node of N, and activate N
· Add N to P
Additional simulation assumptions are listed in the appendix (for example, donor and IAB node transmit powers, path-loss models, etc). Figure 2 shows the topology resulting from activating the nodes in one randomly chosen sequence in a random placement of IAB nodes with 3 IAB nodes per sector. The sequence of activation of IAB nodes is [2, 7, 3, 6, 9, 8, 4, 5, 1]. Figure 3 shows the topology for the same IAB node placement with the “Ideal” activation sequence. 
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[bookmark: _Ref19813542]Figure 2: Topology for one drop (LoS) with 3 IAB nodes per sector using node activation sequence: [2, 7, 3, 6, 9, 8, 4, 5, 1] 
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[bookmark: _Ref19814969]Figure 3: Topology for same drop as Figure 2 using “Ideal” sequence of node activation. 

	
	


Similarly, Figure 4 and Figure 5 show the resulting topology for 5 IAB nodes per sector with random placement with activation according to a chosen sequence and for the ideal activation sequence respectively. The sequence of activation of IAB nodes for the scenario in Figure 4 is [14, 5, 3, 10, 13, 9, 15, 2, 8, 11, 6, 1, 4, 12, 7].
	[image: ]
[bookmark: _Ref19894142][bookmark: _Ref19894125]Figure 4: Topology for one drop (LoS) with 5 IAB nodes per sector using node activation sequence: [14, 5, 3, 10, 13, 9, 15, 2, 8, 11, 6, 1, 4, 12, 7]
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[bookmark: _Ref20062809]Figure 5: Topology for same drop as Figure 4 using “Ideal” sequence of node activation.



The topologies of Figure 2 and Figure 4 are not efficient. The nodes are not attached to the best candidate parents resulting in sub-optimal performance (due to interference, low throughput, unnecessary latency etc). The network would need to change the topology shortly after the node integration procedure. 
In order to change the topology, the network needs to perform handovers of the IAB nodes. The changes to the topology can be quite large:
· To go from the topology in Figure 2 to the topology in Figure 3, 4 of the 9 IAB nodes (2, 4, 6, 9) have to change parents.
· To go from the topology in Figure 4 to the topology in Figure 5, 10 of the 15 IAB nodes (2, 4, 5, 7, 8, 9, 10, 13, 14, 15) have to change parents. 
The examples of Figures 2-5 assume that all links are strictly LoS. If the links can be NLoS, the resulting topology can be still more problematic. Figure 6 and Figure 7 show information about the number of links (referred to as “edges” of the graph representing the topology) in the network that are different for the topology resulting from random sequencing and the topology resulting from ideal sequencing.
The links are assumed to be LoS or NLoS (according to the path loss model in 38.300 – see appendix for details). This information is shown as a distribution. That is, for example, the probability of 6 links being different for the 3 IAB node per sector case (Figure 6) is more than ~0.23; the probability of 5 links being different is ~0.18. 
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[bookmark: _Ref20322692]Figure 6: Distribution of the number of links that are different between random sequencing of IAB node activation and Ideal sequencing of IAB node activation for 3 IAB nodes per sector
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[bookmark: _Ref20322704]Figure 7: Distribution of the number of links that are different between random sequencing of IAB node activation and Ideal sequencing of IAB node activation for 5 IAB nodes per sector


 
Overall Figure 6 and Figure 7 emphasize that the topology resulting from the random selection can be very different from the ideal sequencing.
[bookmark: O1]Observation 1: The resulting topology after node integration is highly dependent on the chosen sequence for activation of IAB nodes. The resulting topology can be inefficient and the network may need to change the topology shortly after the node integration procedure due to poor channel condition (BH RLF), which increases service interruption possibility caused by topology adaptation.
Furthermore, in order to go from a topology such as the one in Figure 2 or Figure 4 to the corresponding one in Figure 3 or Figure 5, the network has to perform very specific sequences of handovers. Determining the sequence of handovers is non-trivial. For example, considering nodes 2, 4 and 5 in Figure 4 and Figure 5, the network has to first handover node 4 (along with any UEs attached) to the IAB donor; following that the network has to handover node 2 from node 5 to node 4; finally the network has to handover node 5 from the donor to node 2. These handovers are atypical. The handover of node 4 is to a node with worse radio conditions than its current parent (node 2). The handover of node 2 from 5 to 4 reverses the parent child relationship between node 4 and node 2. Managing the complexity of such sequences of handovers can be very challenging as the number of nodes and UEs increases.
[bookmark: O2]Observation 2: To reorganize an inefficient topology towards a more efficient topology, the network needs to perform handovers in very specific sequences. Determining the sequences of such handovers is non-trivial and managing the complexity of such sequences of handovers can be challenging.  
Thus, to avoid having to perform large topology reorganization of the network upon the node integration procedure, it is beneficial to ensure that the parent selection process yields a reasonable topology. 
[bookmark: O3]Observation 3: An efficient topology establishment can significantly reduce the burden of topology adaptation and optimization for network operators, while reducing service interruption. 
While the ideal sequencing described above cannot be implemented in practice, something close to it can be achieved by using RSRP thresholds for IAB node parent selection. The IAB donor and the activated IAB nodes broadcast an RSRP threshold and un-activated IAB nodes attach to the best candidate parent as long as the measured RSRP is above the threshold, and are integrated into the network. The threshold is successively reduced until all IAB nodes are activated. Such a mechanism can achieve results similar to the Ideal sequencing shown in Figure 3 and Figure 5 (with the result approaching the ideal sequencing as step size of the threshold reduction gets smaller).
[bookmark: P1]Proposal 1: IAB node selects another IAB node or an IAB donor as a parent only if the RSRP of the IAB node or IAB donor exceeds a threshold (which is provided in system information). The threshold is successively decreased in steps to allow all IAB nodes to integrate into the network.
Furthermore, as can be seen from Figure 7, some IAB nodes can be connected to the IAB donor through too many hops. This can result in significant latency. In order to ensure acceptable latency, the number of hops to any access IAB node should be limited. This can include, for example, providing information to an IAB-DU about the number of hops it is from the donor and restricting access to other IAB MTs if the number of hops is equal to a maximum.
[bookmark: P2]Proposal 2: Techniques to ensure that the number of hops to an access IAB node is limited should be considered.
Backhaul Radiolink Failure Recovery Enhancement
The current mechanism for recovery from backhaul RLF consists of the following:
· When a node experiences a backhaul failure, it attempts to recover, for example, via an alternate parent node. If the recovery fails, the node transmits a backhaul failure indication to its child nodes.
· When a node receives a backhaul failure indication from its parent node it behaves as if it has experienced a radio link failure. It attempts to recover via an alternate parent. If recovery fails, it transmits a backhaul failure indication to its child nodes.
Timely recovery depends on the choice of candidate parent nodes. If the IAB node chooses for reestablishment an ancestor node that itself has experienced RLF or has received a recovery failure indication, recovery will fail. Therefore, it is important to ensure that an IAB node does not choose a node that is already isolated when it receives a backhaul failure indication from its parent node. Consider the IAB network shown in Figure 1. If the link between the donor and node 1 fails, a backhaul failure indication is sent to node 4 and then to node 6 if node 4 is unable to recover due to not being able to identify an alternate parent node. It is important to ensure that node 6 does not attempt its recovery on node 1; this can lead to significant delays and eventual failure.


[bookmark: _Ref47449371]Figure 1
[bookmark: O4]Observation 4: Upon receiving a recovery failure indication, an IAB node should not choose for reestablishment, parent nodes or ancestor nodes that have experienced RLF or have received a recovery failure indication.
Below we refer to a node that has experienced RLF or has received a recovery failure indication as a failed node. The following modifications can be considered:
1. A failed IAB node modifies its system information to block access by descendant IAB nodes. While this is needed to prevent new IAB nodes from attaching, it requires nodes that are attempting recovery to read system information of the failed node. This can unnecessarily delay the recovery procedure.
2. The recovery failure indication also includes information about ancestor nodes (such as PCID) that have failed, so that descendant nodes do not consider such nodes for reestablishment.
The first modification above requires the IAB node to be able to locally modify system information (as opposed to the IAB node just transmitting the system information blocks provided by the CU). It is necessary to ensure that new IAB nodes do not attach to the failed node. The second modification enables quicker reestablishment since descendant IAB nodes do not need to acquire system information of the failed nodes. 
[bookmark: P3]Proposal 3: RAN2 should make modifications according to the following to ensure that an IAB node does not choose for reestablishment nodes that have failed:
· A failed IAB node modifies system information to bar access to new IAB nodes or UEs; and
· The recovery failure indication also includes information about ancestor nodes that have failed.
The purpose of the backhaul recovery failure indication is to cause descendant nodes to attach to alternate parents. The descendant nodes should process the indication and attach to a parent that has not experienced recovery failure.
While the recovery failure indication can enable the descendant nodes to initiate the search for alternate parents, it should be noted that at each step through the network there are significant delays. The node experiencing RLF first tries to recover its connection. This involves first trying to recover the link to the same parent, and if that fails attempting to recover on one or more alternate parents. 
Identifying alternate parents can take a significant amount of time as it includes performing cell search measurements and reading system information of candidate parents. In an IAB network in particular, given that IAB nodes are not mobile, the MTs are not expected to perform regular neighbour cell measurements. Thus, in response to a backhaul failure, the MT can spend a lot of time searching for alternate cells.
If the recovery of the connection via alternate parents fails, then the node transmits a recovery failure indication; only then does a child node begin its search for alternate parents. Delays at each stage add up resulting in large delays before service is restored at UEs. 
In order to mitigate some of the delays, it is beneficial to have the descendant nodes perform measurements when a backhaul failure is experienced upstream in the network. This requires an indication to flow from the node experiencing RLF, even when it is still performing recovery, indicating that there is an RLF. 
[bookmark: O5]Observation 5: It is beneficial to have a downstream indication of RLF at an IAB node in addition to an indication of RLF recovery failure.
Such an indication can be sent when the node experiences an RLF and is still attempting recovery (this is referred to as a type 2 indication, following the terminology in the email discussion[1]). The recovery failure indication (type 4) is of course essential but is sent only after recovery failure. The type 2 indication can enable the descendant nodes to perform cell search measurements and prepare for a possible change of parent nodes. The type 4 indication triggers the actual change of parent nodes.
[bookmark: P4]Proposal 4: RAN2 should discuss whether an IAB node can transmit a downstream indication of RLF at an IAB node in addition to the backhaul recovery failure indication.
Conclusion
In this contribution we have studied the network topology that results from the initial network setup and IAB node integration procedure and analyzed the need for enhancements to backhaul failure recovery in IAB networks. For topology adaptation and initial setup enhancement, our simulation study shows that the resulting topology can be inefficient even for small networks and when there are only a few UEs. Performing topology adaptation after the initial network setup to correct the inefficiencies requires complex handover sequences and potentially large numbers of handovers. Besides, given the hierarchical nature of the network, backhaul failure can have a cascading failure of nodes affecting large numbers of UEs. Mechanisms to ensure quicker recovery of IAB nodes are also needed. 
The following are our observations and proposals:
Observation 1: The resulting topology after node integration is highly dependent on the chosen sequence for activation of IAB nodes. The resulting topology can be inefficient and the network may need to change the topology shortly after the node integration procedure due to poor channel condition (BH RLF), which increases service interruption possibility caused by topology adaptation.
Observation 2: To reorganize an inefficient topology towards a more efficient topology, the network needs to perform handovers in very specific sequences. Determining the sequences of such handovers is non-trivial and managing the complexity of such sequences of handovers can be challenging.  
Observation 3: An efficient topology establishment can significantly reduce the burden of topology adaptation and optimization for network operators, while reducing service interruption. 
Proposal 1: IAB node selects another IAB node or an IAB donor as a parent only if the RSRP of the IAB node or IAB donor exceeds a threshold (which is provided in system information). The threshold is successively decreased in steps to allow all IAB nodes to integrate into the network.
Proposal 2: Techniques to ensure that the number of hops to an access IAB node is limited should be considered.
Observation 4: Upon receiving a recovery failure indication, an IAB node should not choose for reestablishment, parent nodes or ancestor nodes that have experienced RLF or have received a recovery failure indication.
Proposal 3: RAN2 should make modifications according to the following to ensure that an IAB node does not choose for reestablishment nodes that have failed:
· A failed IAB node modifies system information to bar access to new IAB nodes or UEs; and
· The recovery failure indication also includes information about ancestor nodes that have failed.
Observation 5: It is beneficial to have a downstream indication of RLF at an IAB node in addition to an indication of RLF recovery failure.
Proposal 4: RAN2 should discuss whether an IAB node can transmit a downstream indication of RLF at an IAB node in addition to the backhaul recovery failure indication.

Appendix
Table: Simulation Assumptions
	Parameter
	Value

	Layout
	Heterogeneous scenario, two layer: 
Macro layer: Hex. Grid, 1 site, 3 sectors
Micro layer: random drop, 3 micro BSs per macro sector

	Inter-BS distance
	500 m

	Min distance
		Minimum distance between Micro TRPs
	10m

	Minimum distance between Macro TRP and UE
	35m

	Minimum distance between Micro TRP and UE
	10m

	Minimum distance between Micro TRPs and Macro TRP
	40 m




	Large scale channel parameters	
	Above 6GHz:
- Macro-to-UE: 5GCM UMa
- Micro-to-UE: UMi-Street canyon
- Macro-to-Macro: 5GCM UMa (hUE =25m)
- Macro-to-Micro: 5GCM UMa (hUE =10m)
- Micro-to-Micro: UMi-Street canyon (hUE =10m)
According to 3GPP TR 38.900 Table 7.4.1-1

	BS Tx power
	Macro layer: 40 dBm
Micro layer: 33 dBm

	# random drops
	500
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