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Introduction
Enhancement of topology-wide fairness, congestion mitigation procedures is one of the goals in Release 17 IAB. Scheduling and fairness have been discussed during study item phase, while there’s no specification during Release 16. However, fairness to satisfy different QoS requirement is critical to meet end user experience. This contribution discusses fairness scheduling to guarantee users’ QoS requirement, including load balance between BH RLC paths and latency aware scheduling. 
For the flow control enhancement, considering huge amount of data continuously transmit in downstream, there’s high possibility that the access IAB node or intermediate IAB node experiencing long-term congestion. Besides, Release 16 standardized flow control procedures only enables mitigation of congestion in downstream traffic. However, flow control for upstream traffic was not defined. In this contribution, we analyze and discuss following solutions:
· Fairness scheduling to guarantee users’ QoS requirement, including load balance between BH RLC paths and latency aware scheduling.
· Analyze the reason causing the long-term congestion and discuss the solution to avoid long-term congestion and its impact
· Analyze the need for flow control for upstream traffic and introduce the hop-by-hop flow control in upstream
Discussion
Topology-wide Fairness
During email discussion [Post111-e][902][eIAB] “Enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation”, majority companies seem to agree that “Topology-wise fairness should focus on facilitating/providing the intended end-user experience for a service throughout the network”. IAB network consists of multiple IAB nodes and connected UEs at different levels of intermediate IAB nodes in a wide range graph topology, in this case, meeting end-user experience is not only a single node decision at DU, but also should consider wide range fairness among BH RLC channels/paths. 
Figure 1 shows an example of IAB network with multiple hops and 6 attached UEs, it is assumed UE1, UE2, UE3 and UE4 have single radio bearer with same QoS profile. Assuming routing paths of 4 UEs follow the below table:
	UE ID
	Routing Path

	UE1
	IAB node 2 <-> IAB Donor

	UE2
	IAB node 4 <-> IAB node 1 <-> IAB Donor

	UE3
	IAB node 5 <-> IAB node 2 <-> IAB Donor

	UE4
	IAB node 6 <-> IAB node 5 <-> IAB node 2 <-> IAB Donor




[bookmark: _Ref53425626]Figure 1: Same QoS requirement of UEs at different level in an IAB network
Several problems may cause unfair scheduling: 
1) Unfairness caused by unbalanced workload among BH RLC channels 
As shown in Figure 1, BH RLC Channel A is mapped with UE2 radio bearer, and BH RLC Channel B contains radio bearers from UE1/UE3/UE4 who share the same QoS requirement. It is obvious that the traffic load of BH RLC channel A and B is not balanced. Along with the traffic emerging from/to descendant IAB nodes, there’s a risk that IAB node 2 may have congestion. Thus, comparing with UE2, UE1/UE3/UE4 will experience higher latency due to congestion and hence lead to end user experience unfairness. 
2) Unfairness cause by accumulated latency from multiple hops
As shown in Figure 1, hop number between UE and IAB donor CU of UE1, UE2, UE3 and UE4 are 1/2/2/3 hops, respectively. Under same QoS requirement, UE4 should have similar latency requirement as UE1. Assuming traffic processing time between IAB nodes is N TTI, UE4 may experience a 2N TTI delay comparing with service at UE1. This delay will be accumulated as hop number increases, leading to unfairness to users with multiple hops.
3) Unfairness caused by unbalanced amount of data traffic among UE radio bearers
More than one UE bearer can be mapped to an outbound logical channel. Figure 2 considers all inbound UE bearers have similar QoS properties, and two of the inbound bearers are mapped to one logical channel. It is assumed that a logical channel on a backhaul link carries only UE bearers with similar QoS characteristics. This enables QoS enforcement via prioritization of logical channels; i.e., higher QoS UE bearers are carried in higher priority logical channels. However, this does not eliminate the possibility that one of the UE bearers carried within the logical channel has much more data traffic. For example, in Figure 2, UE bearers 1 and 3 are carried in logical channel 2. UE bearer 1 can have higher data rates than UE bearer 2, and use a larger proportion of the resources available to logical channel 2. As a result, UE bearer 3 is treated unfairly.


[bookmark: _Ref53481939]Figure 2: Mapping of UE bearers to outbound logical channels
Observation 1: [bookmark: _Ref53497444]The topology-wide unfairness in IAB network can be caused by following three aspects: 1)  unbalanced workload among BH RLC channels; 2)  accumulated latency from multiple hops; 3) unbalanced amount of data traffic among UE radio bearers. 
Above problems can occur in both downstream and upstream, this discussion has mainly focused on upstream traffic due to following reasons in downstream traffic:
· IAB donor CU has all UEs’ information, including routing path, hop number, and QoS profile, etc. Thus, IAB donor CU can consider those impacts to fairness by implementation during resource allocation to descendant IAB nodes 
· In the downlink, because UEs are at the leaves of the tree/DAG topology, it is more likely that IAB nodes split incoming traffic (comprising of more than one UE bearer) into different backhaul bearers and therefore different logical channels.
· Prioritization and QoS handling at intermediate IAB node DU, particularly at the MAC layer, is not specified and is left to implementation.
Consequently, we focus on uplink traffic for the remainder of the discussion. That is, referring to Figure 1, the UE bearers are received by the DU and the logical channels are transmitted by the MT.
Observation 2: [bookmark: _Ref54281201]Topology-wide fairness of IAB network should focus on upstream traffic, since downstream fairness can be considered by implementation at IAB donor CU or intermediate IAB node DU
In order to better address above questions and enhance end-user experience, we here consider fairness scheduling at two different levels: 1) centralized fairness among BH RLC channels with similar QoS requirement and 2) distributed fairness at intermediate IAB-DU.  
Mobility load balancing for Self-optimisation Network (SON) is used to distribute load evenly among cells and among areas of cells, or to transfer part of the traffic from congested cell or from congested cell or from congested areas of cells, or to offload users from one cell, cell area, carrier or RAT to achieve network energy saving. Similar concept can also be used to address problem 1) as mentioned above. 
However, load balance in IAB network is not purely to distribute traffic evenly in all paths/BH RLC channels. In IAB network, different BH RLC channels map with single UE bearer or multiple UE bearer with similar QoS profile, here we consider balancing traffic between BH RLC channels who has similar QoS requirement. As shown in Figure 1, BH RLC channel A and B have similar QoS requirement, by considering load balance between BH RLC channels, IAB donor CU can change UE4’s routing path into “IAB node 6 <-> IAB node 4 <-> IAB node 1 <-> IAB Donor”, thus balancing traffic between channel A and B helps to avoid possible congestion at IAB node 2, which may lead to delay and unfairness to UE1/UE3/UE4. Load reporting information in SON mobility load balancing, such as radio resource usage, capacity value, RRC connections, number of active UEs, can also be used in IAB, only changing per cell reporting into per BH RLC channel. Besides, as IAB donor CU has the availability of QoS profile of each BH RLC channel, load reporting doesn’t need to include QoS profile.
Proposal 1: [bookmark: _Ref53497487]QoS-based load balancing is used for balance traffic load among BH RLC channels holding UE bearers with similar QoS profile. Mobility load balancing for SON can be used as baseline. .
Proposal 2: [bookmark: _Ref53497505]Load related information should be reported to IAB donor-CU per BH RLC channel.
Moreover, in order to better facilitate intermediate IAB node to make fairness scheduling decision, hop count and data amount are also very important to assist upstream traffic topology-wide fairness. For example, in Figure 1, IAB node 5 is responsible for resource scheduling for UE3 and IAB node 6 (UE4 attached). The ingress BH RLC channel of IAB node 5 (containing UE4 bearer) has same QoS requirement as UE3. Comparing with UE3, UE4 has one more hop in its routing path to IAB donor, in order to avoid longer latency of UE4 caused by multiple more hop-count, IAB node 5 should set higher priority to the ingress egress BH RLC channel from of IAB node 6. in order to avoid longer latency of UE4 caused by multiple hop-count, IAB node 5 should set higher priority to the ingress BH RLC channel from IAB node 6. However, IAB node 5 has no awareness of the existence of UE4, only BAP header can be decoded. Hence, hop-count and UE bearer identity are essential to assist intermediate node fairness scheduling.
Proposal 3: [bookmark: _Ref53497515]The BAP header includes UE bearer identity and hop count of the routing path to enable fairness handling.
Besides, the variables Bj for each logical channel j are used to regulate the relative amounts of data transmitted for the logical channel. In the conventional, non-IAB scenario, different UE bearers are carried in different logical channels. Therefore, the logical channel prioritization does not introduce unfairness. When multiple UE bearers are mapped to one logical channel, it is not possible to distinguish them within the logical channel for scheduling purposes. Specifically, note that the Bj variable is for the logical channel and does not distinguish the UE bearers within the logical channel.
Based on the above discussion, fairness has to be enforced before the DU submits data it has received to the MT. Fairness enforcement consists of maintaining a counter for each UE bearer handled by the IAB node. When the DU receives data for one or more UE bearers with the same QoS, it submits data to the MT in the following manner:
· The counter is incremented by counting indicator calculated from the amount of data and hop-count submitted by the DU to the MT. 
· When selecting data to submit to the MT, the DU selects (from the UE bearers with the same QoS) the UE bearer with the lowest counter. 
· When the counter values get large, all the counters are reduced by the value of the smallest counter.


Figure 3: Fairness Enforcer in IAB node
The MT further ensures that the data is transmitted in the order received from the DU. This ensures fairness across UE bearers of the same QoS.
Proposal 4: [bookmark: _Ref53497619]The fairness issue in IAB is addressed by having a fairness enforcer between the IAB node DU and the MT.
DL Hop-by-hop Flow Control enhancement for Long-term Congestion
Flow control for downstream traffic currently consists of two separate procedures:
· Flow control between the donor CU and the access IAB node DU using the “Downlink data delivery status” message [1].
· Flow control between the congested node and its parent node using the flow control BAP PDU. The flow control BAP PDU can provide buffer information per BH RLC channel or per routing ID. 
However, considering IAB donor is the source of all downstream traffic, if the traffic is continuously transmitting in downstream, above procedures cannot effectively guarantee the buffer load back to normal and eliminate traffic congestion in a short period. A long-term congestion may take place at access IAB nodes and intermediate IAB nodes. Long-term congestion will lead to several issues at access IAB node and intermediate IAB node:
-	Congested IAB node keeps sending flow control feedback, if its buffer size continuously exceeding the threshold 
A flow control feedback is normally triggered due to the buffer load exceeding a certain level or receiving polling from its parent node. However, in long-term congestion, congested IAB node may keep sending flow control feedback to its parent node, since the buffer load cannot be reduced for a very long time.  Alternatively, the parent node, may wrongly assume that the load of the child node has subsided and try to increase the traffic, which even add burden to the child nodes, causing another flow control feedback from the child node.
-	Series congestions at its parent node, skipped parent node and so on
As shown in Figure 4, the long-term congested IAB node 3 first sends flow control feedback to its parent node according to the above procedure, IAB node 2 then reduce the traffic towards IAB node 3. However, the IAB node 1 cannot aware the long-term congestion in IAB node 3, and it keeps sending downstream traffic to IAB node 2. Consequently, In the downstream, the ingress traffic (from IAB node 1 to IAB node i2) is much more than the egress traffic (IAB node 2 to IAB node 3). This will gradually lead to IAB node 2’s congestion and series congestion at IAB node 1. Same issue will happen in Figure 5. 
-	Resource waste at child IAB nodes due to lack of traffic
In Figure 5, it shows a long-term congestion scenario at intermediate IAB node 2, leading to a packet drop. In this circumstance, both its child node, IAB node 3 and IAB node 4 may lose packets due to packet drop at IAB node 2. Meanwhile, as downstream packets cannot be passed to those child nodes, resources at IAB node 3 and IAB node 4 cannot be fully utilized. 
· Packet drop
Due to series congestions at different levels of IAB nodes, packet drop will happen in all congested IAB node, thus leading to a severe loss of network performance.
Observation 3: [bookmark: _Ref54281232]Downstream long-term congestion leads to several issues in IAB network: 1) keep sending flow control feedback; 2) series congestions at parent nodes; 3) resource waste at child IAB nodes due to lack of traffic; 4) packet drop. 
Hence, it is also important to consider downstream hop-by-hop flow control enhancement under long-term congestion scenario, in order to shorten the congestion period and prevent potential packet drop at congested IAB node.
	


[bookmark: _Ref54278020][bookmark: _Ref54277993]

[bookmark: _Ref54279619]Figure 4. Downstream long-term congestion at access IAB node
	

[bookmark: _Ref54278064]Figure 5. Downstream long-term congestion at intermediate IAB node


Packet drop can be solved by end-to-end flow control by resending the dropped packets, which is RAN3 discussion scope. In this contribution, we only focus on the first three issues we analyzed above.
Flow control leaving feedback
In order to save network resource and reduce repetition sending the similar flow control feedback to parent IAB node, we propose a flow control leaving feedback to be introduced to congested IAB node. For example, when access IAB node (e.g. IAB node 3 in Figure 4) or intermediate IAB node (e.g. IAB node 2 in Figure 5) occurs long-term congestion, it may send a flow control feedback (in Release 16) to its parent nodes via BAP control PDU, indicating its available buffer size per BH RLC channel or per routing ID. After sending the feedback, congested IAB node doesn’t need to send flow control feedback multiple times if its buffer load is still exceeding the threshold. After certain time scheduling and traffic limitation, downstream traffic comes down at congested IAB node, and its buffer load is lower than the threshold, this IAB node (e.g., IAB node 3 in Figure 4 or IAB node 2 in Figure 5) should send a flow control leaving feedback to its parent node via a new BAP control PDU, indicating buffer status in the list of BH RLC channel or routing ID at this IAB node is back to normal.
Proposal 5: [bookmark: _Ref54281238][bookmark: _Ref54352069]Flow control leaving feedback for downstream traffic is introduced indicating buffer status in the list of BH RLC channel or routing ID at this IAB node is back to normal 
Downstream hop-by-hop flow control triggered by “receipt of flow control feedback from child node”
In Release 16, there’s only two conditions to trigger flow control feedback: 1) exceeding buffer load threshold 2) polling. Under series congestion as issue 2) analyzed above, skipped parent node can only aware the congested node long-term congestion until its direct child node (parent node of the congested node) also experienced congestion. In order to save time for parent node reacting to its own congestion and avoid series congestion, it would be good parent node of the congested node can directly send the flow control feedback to its parent node as soon as it receives the feedback from its child node. 
We propose to add “receiving child-node flow control feedback” as one of the conditions to trigger hop-by-hop flow control feedback at congested IAB nodes. For example, in Figure 4, after IAB node 2 receives flow control feedback from IAB node 3, it immediately sends a flow control feedback to IAB node 1. Comparing with IAB node 2 sends flow control feedback after its buffer load exceeds the threshold, the proposed solution reduces the latency of flow control and can help better control the downstream traffic in the IAB node which is nearer to IAB donor, the source of the downstream data. 
Moreover, this series of flow control feedback can be reached to donor-DU, and further via F1, reach to donor-CU, then donor-CU makes decision on topology adaptation including the IAB node experiencing congestion and their child IAB nodes (e.g. IAB node 3 in Figure 4, or IAB node 2/3/4 in Figure 5).
Proposal 6: [bookmark: _Ref54281245]Hop-by-hop flow control feedback is trigger by “receipt of flow control feedback from child node”. 
Congestion indication
In Figure 5, it shows a long-term congestion scenario at intermediate IAB node 2, leading to the packet drop, where , resources at IAB node 3 and IAB node 4 is wasted due to lack of traffic. 
Considering such situation, we propose a congestion indication should be send from parent IAB node to its child node. This can help child IAB node to aware the congestion situation at its parent node, also be prepared to switch to another parent node via local rerouting or topology adaptation (accessing to a new parent node). Whether and when to switch to a new parent node is decided by child node depending on the packet loss rate, etc.
There are three options for the child IAB to switch its parent node after receiving congestion indication from its parent node:
· Option 1: Switching by Donor-CU
The congested IAB node directly send F1AP to the donor-CU (rather than relaying over BAP and via F1 between donor DU to CU) so that donor-CU can make decision on topology adaptation.  
· Option 2: Local rerouting to another parent nodes
If the child IAB node is configured with multiple IAB parents (e.g., IAB nodes 3 in Figure 5 is configured with IAB node 2 and IAB node 5), it is possible for this IAB node to do local rerouting and switch to another parent node (e.g. IAB node 5 in Figure 5);
· Option 3: RRC re-establishment at the child IAB node
Similar like RLF, child node can trigger RRC re-establishment, and seek/connect to a new parent node.
Proposal 7: [bookmark: _Ref54281250]Congestion indication to child node is introduced to avoid long-term packet loss at child node of congested IAB nodes
Proposal 8: [bookmark: _Ref54281254]Child IAB node can switch parent node after receiving congestion indication via: 1) switching by IAB Donor-CU; 2) local rerouting to another configured parent nodes; 3) RRC re-establishment
Uplink Hop-by-hop Flow control
Upstream traffic has the same congestion issues as downstream traffic. In fact, for upstream traffic, the congestion is likely to occur closer to the donor due the aggregation of data from large numbers of UEs. Given that the congestion occurrence for upstream traffic is farther from the location of injection of data (the UE & access IAB node), the congestion issue could be more serious. However, for upstream traffic, no flow control procedures were specified in Release 16. 
We provide below simulation results comparing the flow control mechanisms that can be considered. The commonly held view during IAB discussions in Release 16 was that the “backpressure” mechanism is adequate for uplink flow control. The backpressure mechanism consists of the congested node reducing/stopping uplink resource allocation to its child nodes. With this mechanism, information about the congestion is not carried to the source node; it is essentially a one-hop flow control mechanism. We compare the backpressure method to hop-by-hop flow control, where flow control feedback information is generated by the congested node and transmitted to its child nodes, which in turn relay the feedback information. 
We consider a route between a source node and a destination node as shown and analyse the impact of congestion on the route. The route is selected from a larger network of IAB nodes and UEs in which the IAB nodes and UEs are dropped randomly. In the context of uplink flow control the source node is the UE and the destination node is the IAB donor.


[bookmark: _Ref54274598]Figure 6
Given that the goal is to model congestion and flow control, the physical layer is not explicitly modelled. Instead the SINRs on the links (which are assumed to not vary) are translated to data rates. 
Packets arrive at the source, each packet of size 20 kbits. The packets are segmented into 5 subpackets for transmission (each subpacket of 4 kbits). Packets arrive at the source node according to a poisson process with arrival rate of 800 packets/sec.
Congestion is simulated at node 3, resulting from a drop in the link quality on the node3-destination node link. The data rates when congestion occurs along the route are 16 Mbps, 12 Mbps, 8 Mbps and 4 Mbps for the 4 successive links from left to right in Figure 4. Each IAB node is assumed to have a buffer of 160 kbits for the flow being considered and the donor has an infinite buffer. A node initiates flow control related actions when the buffer is 80% full. 
Flow control actions consist of the node transmitting a flow control indication to the source node and/or the immediate prior node in the chain. When an IAB node or the source node receive the flow control indication, it stops transmitting data corresponding to the flow for a wait time (to allow the overloaded buffer to drain). After the expiration of the wait time, the node resumes transmission of data. The flow control indication is subject to a 3 TTI delay at each node for both end-to-end and hop-by-hop flow control indications. That is, if a flow control indication is received in TTI n, it is transmitted to the next node in TTI n+3. For purposes of computation of data rates, goodput etc., a TTI is assumed to be 1 ms.
Note that “End-to-end flow control” between the congested node and the IAB donor is only applicable to downstream traffic. As mentioned above, we compare the following types of flow control:
· Backpressure (one-hop flow control)
· Hop-by-hop flow control
Discussion of Results
The goodput and dropped packet ratio are shown for different values of wait times. The goodput is computed as the data rate corresponding to the successfully received packets. As Figure 5 shows, the performance of hop-by-hop flow control is significantly better than that of the backpressure method. Additionally, Figure 6 shows the ratio of dropped sub-packets to the total sub-packets transmitted by the source. The dropped sub-packet ratio correlates directly to the goodput (i.e., schemes with lower dropped sub-packet ratios show higher goodput). As shown, the backpressure method can result in a substantial amount of data being dropped due to buffer overflow.
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Figure 8


Based on the above, it is beneficial to introduce hop-by-hop flow control for upstream traffic. This can mirror the BAP layer flow control feedback that has been introduced for downstream traffic.
Proposal 9: [bookmark: _Ref53497629]Hop-by-hop flow control feedback for upstream traffic is introduced.
Proposal 10: [bookmark: _Ref53497632]Hop-by-hop flow control feedback for upstream can be within the BAP layer and can be based on the design for downstream flow control feedback.

Conclusion
This contribution discussed three important features of IAB that are considered for enhancement: topology-wide fairness, congestion handling via flow control and data splitting into two or more paths. For topology-wide fairness we discuss the core issues for unfairness and provide solution accordingly. For flow control, we first discuss downlink hop-by-hop flow control enhancement for long-term congestion, we further proposed two indications and one trigger condition of flow control feedback. In the end, we discuss the motivations for having uplink hop-by-hop flow control and describe the overall functionality. Our proposals are below.
Observation 1: The topology-wide unfairness in IAB network can be caused by following three aspects: 1)  unbalanced workload among BH RLC channels; 2)  accumulated latency from multiple hops; 3) unbalanced amount of data traffic among UE radio bearers. 
Observation 2: Topology-wide fairness of IAB network should focus on upstream traffic, since downstream fairness can be considered by implementation at IAB donor CU or intermediate IAB node DU
Proposal 1: QoS-based load balancing is used for balance traffic load among BH RLC channels holding UE bearers with similar QoS profile. Mobility load balancing for SON can be used as baseline. . 
Proposal 2: Load related information should be reported to IAB donor-CU per BH RLC channel.
Proposal 3: The BAP header includes UE bearer identity and hop count of the routing path to enable fairness handling.
[bookmark: _GoBack]Proposal 4: The fairness issue in IAB is addressed by having a fairness enforcer between the IAB node DU and the MT.
Observation 3: Downstream long-term congestion leads to several issues in IAB network: 1) keep sending flow control feedback; 2) series congestions at parent nodes; 3) resource waste at child IAB nodes due to lack of traffic; 4) packet drop.
Proposal 5: Flow control leaving feedback for downstream traffic is introduced indicating buffer status in the list of BH RLC channel or routing ID at this IAB node is back to normal
Proposal 6: Hop-by-hop flow control feedback is trigger by “receipt of flow control feedback from child node”.
Proposal 7: Congestion indication to child node is introduced to avoid long-term packet loss at child node of congested IAB nodes
Proposal 8: Child IAB node can switch parent node after receiving congestion indication via: 1) switching by IAB Donor-CU; 2) local rerouting to another configured parent nodes; 3) RRC re-establishment
Proposal 9: Hop-by-hop flow control feedback for upstream traffic is introduced.
Proposal 10: Hop-by-hop flow control feedback for upstream can be within the BAP layer and can be based on the design for downstream flow control feedback.
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