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This document examines the per-packet overhead for user-plane traffic in the proposed L3 relaying architecture using N3IWF, as disussed at SA2 and RAN2.
[bookmark: OLE_LINK41][bookmark: OLE_LINK24][bookmark: OLE_LINK17][bookmark: OLE_LINK16]2	Discussion
2.1	SA2 status
In section 6.23 of [1], SA2 described a relaying architecture using N3IWF as an IPsec termination point to provide end-to-end security.  The user-plane protocol stack is as shown in Figure 1 (from Figure 6.23.2-3 of [1]).


Figure 1: Relaying protocol stack with N3IWF
A note in the SA2 TR indicates “Whether there is potential impact from this solution, in terms of the overhead introduced by N3IWF access and L3 IP relay over the radio interface (esp. over PC5), should be evaluated by RAN WGs (at least in terms of radio efficiency, latency and reliability).”  This document evaluates the radio efficiency in terms of the per-packet overhead associated with this solution.
2.2	Per-layer overhead
Compared to the baseline of the PC5/Uu AS protocol stacks and an IP layer above them, the N3IWF architecture introduces three new layers: IPsec (in tunnel mode with the Encapsulating Security Payload protocol), Inner IP, and GRE.  We examine each of these layers for the added overhead.
· IPsec itself, operating in tunnel mode, introduces a 20-byte IP header; ESP, as defined in RFC 4303, introduces an 8-byte header and an Integrity Check Value (ICV) trailer of at least 4 bytes.
· The 3GPP IPsec ESP profile is defined in [4], but doesn’t explicitly specify the length of the ICV.  Some operations require a 16-byte ICV, but for general user plane processing there does not seem to be an explicit requirement.  For this analysis, we assume a minimum 4-byte trailer, in line with the requirement from [4] that “ESP shall always be used to provide integrity, data origin authentication, and anti-replay services” (i.e. the ICV is always used).
· There may also be padding of between 0 and 255 bytes, depending on the needs of the encryption algorithm—essentially the payload is padded to a multiple of the length of the ciphering block.  It is difficult to model the amount of padding in general, and we neglect it in this analysis, with the understanding that this means we are computing a lower bound for overhead.
· Inner IP is an ordinary IP layer, including a normal 20-byte IP header.
· GRE uses a header format defined in [5], section 9.3.3, with a fixed length of 8 bytes.
In sum, each IP packet acquires an additional 60 bytes of headers/trailers from the N3IWF architecture.
Header compression provides some help.  RoHC profile 0x0103 supports ESP/IP, meaning that the 28-byte IPsec and ESP headers could be reduced to a few bytes.  However, the ICV is not compressible (it depends on the payload contents), and the remaining headers from Inner IP and GRE are inside the encrypted payload and cannot be compressed.
We conclude that even with RoHC applied, each packet acquires 32 bytes of incompressible headers/trailers, in addition to the result of compressing the IPsec and ESP headers.  This overhead occurs both on the Uu and PC5 interfaces, since the involved layers are end-to-end between the N3IWF and the remote UE.
Observation 1: For each user plane packet, the N3IWF relaying design adds at least 32 bytes of overhead in the form of headers and trailers, on both the Uu and PC5 interfaces.
2.3	Traffic patterns and aggregate overhead
For small-packet services like VoIP, 32 bytes per packet is a significant overhead cost.  For eMBB services, it is somewhat unclear what packet sizes to expect.
Referring to the Anonymized Internet Traces dataset at [2] (https://www.caida.org/data/passive/trace_stats/), we find some large traces (billions of packets from major internet hubs) with median packet sizes exceeding 1k bytes (e.g. the “nyc (dirA)” traces), and others with median packet sizes of a few tens of bytes (e.g. the “nyc (dirB)” traces).  This suggests that for a broad sampling of packets, the overhead from adding 32 bytes to each packet could range from a few percent to >50%.
For another perspective on traffic patterns, [3] describes an analysis of WeChat traffic.  The traffic is heterogeneous with strong dependencies on which tasks are considered, but for most user tasks, the packets average a few hundred bytes (Table V of [3]).  The exceptions are multimedia exchanges, which can result in very large packets.  These seem to be mean rather than median values (the paper uses the term “average” without elaboration).
In the LTE time frame, packet sizes were considered, for example in [6], which found that a majority of packets were on the order of tens of bytes (mainly due to TCP ACKs and TCP connection management signalling).  This broadly aligns with the findings of some traces from [2].
On balance, it seems difficult to conclude on a single “normal” eMBB traffic pattern, but it is clear that there are substantial samples of internet traffic for which the overhead of the N3IWF relaying design would be quite high (and others for which it would be quite low).  Considering also the impact on VoIP services, 32 bytes of overhead can be quite serious.
Observation 2: The effect of 32 bytes per packet of overhead on network traffic varies widely between services, potentially exceeding 50% overhead in the worst cases.
2.4	Coordination with SA2
Although SA2 did not send an LS requesting any action from RAN2, it seems clear from their note that they would benefit from information from RAN2 on the overhead of the N3IWF design.  The ability of RAN2 to do a detailed analysis is limited (CT1 should be involved if a really thorough analysis is expected), but given the foregoing observations, it seems possible for RAN2 to give SA2 a general picture.
Proposal 1: Send an LS to SA2 indicating that RAN2 have studied the user-plane overhead in the N3IWF based L3 relaying architecture and discerned an overhead of >32 bytes per packet, representing a variable overhead that can exceed 50% for small-packet services (in particular, VoNR would be expected to see high overhead).
3	Conclusion
Observation 1: For each user plane packet, the N3IWF relaying design adds at least 32 bytes of overhead in the form of headers and trailers, on both the Uu and PC5 interfaces.
Observation 2: The effect of 32 bytes per packet of overhead on network traffic varies widely between services, potentially exceeding 50% overhead in the worst cases.
Proposal 1: Send an LS to SA2 indicating that RAN2 have studied the user-plane overhead in the N3IWF based L3 relaying architecture and discerned an overhead of >32 bytes per packet, representing a variable overhead that can exceed 50% for small-packet services (in particular, VoNR would be expected to see high overhead).
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1. Overall Description:
As suggested by a Note in TR 23.752, RAN2 have discussed the expected per-packet overhead in a layer 3 relaying architecture using N3IWF for IPsec termination (Solution #23 in TR 23.752).
RAN2 would like to clarify that most of the involved protocols are in CT1 remit, and as a result the analysis should be viewed as “best effort”.  Considering the limited time available for the study item, RAN2 would like to provide their understanding on the impact of the added protocol layers.
RAN2 understanding is that the added layers (IPsec/ESP, Inner IP, and GRE) incur at least the following overhead per packet:
· IPsec/ESP: 20-byte IP header, 8-byte ESP header, >=4-byte ESP trailer (ICV)
· The additional impact of variable-size payload padding was not considered
· Inner IP: 20-byte IP header
· GRE: 8-byte header
The IPsec and ESP headers can be compressed by PDCP using RoHC, but RAN2 understand that the ICV, Inner IP header, and GRE header are not compressible.  Thus each packet would acquire more than 32 bytes of additional headers.  This overhead occurs both on Uu and PC5 interfaces since the concerned layers are end-to-end between the N3IWF and the remote UE.

2. Actions:
To SA2 group.
ACTION: 	RAN2 respectfully ask SA2 to take the provided information into account in their work.

3. Date of Next TSG-RAN WG2 Meetings:
3GPP RAN2#113-e															Online, FFS 2021
3GPP RAN2#114-e															Online, FFS 2021
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