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Introduction
The new WID of NR Industrial Internet of Things (IoT) and URLLC support was approved in RAN#86 and revised in RAN#88e [1]. In which, the following objective is included:
	...
5. RAN enhancements based on new QoS related parameters if any, e.g. survival time, decided from SA2. [RAN2, RAN3] 


[bookmark: OLE_LINK7]In Rel-16, there were some discussion on the survival time parameter in RAN2#105bis. The following agreements have been made:
	· [bookmark: OLE_LINK3]RAN2 think that knowledge of survival time is beneficial to gNB. FFS whether there would be any impact to AS specifications to make use of this, and such discussions would have lower priority, as it is not explicitly a WI objective. There are also concerns that QoS framework may be impacted due to survival time being provided explicitly. 


In this contribution, we will mainly discuss the potential RAN2 impacts of the new QoS related parameters that has been introduced in SA2 spec, e.g., survival time and burst spread. Then we’ll give our proposals.
[bookmark: OLE_LINK44][bookmark: OLE_LINK14]Discussion
Background of TSC QoS
Some of TSC QoS flow traffic characteristics are provided in the TSCAI, e.g., Periodicity and Burst Arrival Time, and the others are provided via QoS profile, e.g., the maximum value of TSC Burst Size and PDB.
As mentioned in 23.501:
 “TSC QoS flows use a Delay Critical GBR resource type, standardized 5QIs (5G QoS Identifier) as in clause 5.7.4 and TSC Assistance Information. Within each Period (defined by periodicity), TSC QoS flows are required to transmit only one burst of maximum size MDBV (Maximum Data Burst Volume) within the AN-PDB. Known QoS flow traffic characteristics provided in the TSCAI may be used to optimize scheduling in the 5GS.
The following is applicable for the 5QI defined for TSC QoS flows:
1.	The TSCAI Burst Size may be used to set the MDBV. (The maximum value of TSC Burst Size should be mapped to a 5QI with MDBV that is equal or higher.)
2.	The PDB is explicitly divided into 5G-AN PDB and CN PDB. The 5G-AN PDB is the packet delay budget applicable to the radio interface, including AN processing. The CN PDB is the delay between a UPF terminating N6 and a 5G-AN. Separate delay budgets are necessary for calculation of expected packet transmit times on 5G System interfaces.
3.	The TSCAI Burst Arrival Time calculation uses UE-DS-TT residence time and CN PDB as per clause 5.27.5. For DL TSCAI Burst Arrival Time determination, CN PDB is needed. For UL TSCAI Burst Arrival Time determination, UE-DS-TT residence time are needed.”
Also as mentioned in 23.501, “DS-TT and NW-TT support a hold and forward mechanism to schedule traffic as defined in IEEE 802.1Qbv if 5GS is to participate transparently as a bridge in a TSN network. The Hold and Forward buffering mechanism allows PDB based 5GS QoS to be used for TSC traffic since packets need only arrive at NW-TT or DS-TT egress prior to their scheduled transmission time.”
Also as mentioned in 23.501, “The Packet Delay Budget (PDB) defines an upper bound for the time that a packet may be delayed between the UE and the UPF that terminates the N6 interface. For a certain 5QI the value of the PDB is the same in UL and DL. In the case of 3GPP access, the PDB is used to support the configuration of scheduling and link layer functions (e.g. the setting of scheduling priority weights and HARQ target operating points). For GBR QoS Flows using the Delay-critical resource type, a packet delayed more than PDB is counted as lost if the data burst is not exceeding the MDBV within the period of PDB and the QoS Flow is not exceeding the GFBR. For GBR QoS Flows with GBR resource type not exceeding GFBR, 98 percent of the packets shall not experience a delay exceeding the 5QI's PDB.” 
Observation 1: As TSC QoS flows use a Delay Critical GBR resource type, the above requirements related to packet delay would be applied to TSC QoS flow.
[bookmark: _Toc45897918][bookmark: _Toc45720649][bookmark: _Toc45652397][bookmark: _Toc45798529][bookmark: _Toc51746122][bookmark: _Toc45658829]As mentioned in 38.413, in the current NG interface, there are the following TSC Assistance Information for providing the traffic characteristics of TSC QoS flows: 
9.3.1.131 TSC Assistance Information
This IE provides the TSC assistance information for a TSC QoS flow in the uplink or downlink (see TS 23.501 [9]). 
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Periodicity
	M
	
	9.3.1.132
	

	Burst Arrival Time
	O
	
	9.3.1.133
	


[bookmark: _Toc45652398][bookmark: _Toc51746123][bookmark: _Toc45897919][bookmark: _Toc45720650][bookmark: _Toc45798530][bookmark: _Toc45658830]9.3.1.132 Periodicity
This IE indicates the Periodicity of the TSC QoS flow as defined in TS 23.501 [9]. 
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Periodicity
	M
	
	INTEGER (0..640000, …)
	Periodicity expressed in units of 1 us.


[bookmark: _Toc45720651][bookmark: _Toc45658831][bookmark: _Toc45897920][bookmark: _Toc45798531][bookmark: _Toc45652399][bookmark: _Toc51746124]9.3.1.133 Burst Arrival Time
This IE indicates the Burst Arrival Time of the TSC QoS flow as defined in TS 23.501 [9]. 
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Burst Arrival Time
	M
	
	OCTET STRING
	Encoded in the same format as the ReferenceTime IE as defined in TS 38.331 [18]. The value is truncated to 1 us granularity.


Moreover, as mentioned in 38.300, “The 5QI is associated to QoS characteristics giving guidelines for setting node specific parameters for each QoS Flow. Standardized or pre-configured 5G QoS characteristics are derived from the 5QI value and are not explicitly signalled. Signalled QoS characteristics are included as part of the QoS profile (as mentioned in 23.501, a QoS profile provided by the SMF to the AN via the AMF over the N2 reference point or preconfigured in the AN). The QoS characteristics consist for instance of (see TS 23.501 [3]):
-	Priority level;
-	Packet Delay Budget (including Core Network Packet Delay Budget);
-	Packet Error Rate;
-	Averaging window;
-	Maximum Data Burst Volume.”
At Access Stratum level, the data radio bearer (DRB) defines the packet treatment on the radio interface (Uu). A DRB serves packets with the same packet forwarding treatment. The QoS flow to DRB mapping by NG-RAN is based on QFI (QoS Flow ID) and the associated QoS profiles (i.e. QoS parameters and QoS characteristics).”
Also as mentioned in 38.300, “the gNB may also receive TSC Assistance Information (TSCAI), see TS 23.501 [3], from the Core Network, e.g. during QoS flow establishment, or from another gNB during handover. TSCAI contains additional information about the traffic flow such as burst arrival time and burst periodicity. TSCAI knowledge may be leveraged in the gNB's scheduler to more efficiently schedule periodic, deterministic traffic flows either via Configured Grants, Semi-Persistent Scheduling or with dynamic grants.”
Observation 2: TSC QoS flow traffic characteristics are included in TSCAI and QoS profile respectively, which are sent to gNB and UE for optimizing scheduling.

Survival time
1.1.1 Higher layer definition of survival time
[bookmark: OLE_LINK9]TS 22.104 provides several definitions of the survival time in SA2, that can be found in Sections 3.1, 5.1, and in Annex B.6, C2.3 and C3 of [2]. 
	TS 22.104 Sections 3.1 Definitions
survival time: the time that an application consuming a communication service may continue without an anticipated message.
communication service availability: percentage value of the amount of time the end-to-end communication service is delivered according to an agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area.
NOTE 2:	The end point in "end-to-end" is assumed to be the communication service interface.
NOTE 3:	The communication service is considered unavailable if it does not meet the pertinent QoS requirements. If availability is one of these requirements, the following rule applies: the system is considered unavailable if an expected message is not received within a specified time, which, at minimum, is the sum of maximum allowed end-to-end latency and survival time.
NOTE 4:	This definition was taken from TS 22.261 [2].

TS 22.104 Sections 5 Performance requirements
Communication service availability is considered an important service performance requirement for cyber-physical applications, especially for applications with deterministic traffic. The communication service availability depends on the latency and reliability (in the context of network layer packet transmissions, as defined in TS 22.261 [2]) of the logical communication link, as well as the survival time of the cyber-physical application (see Annex C.3 for further details on these relations).

[bookmark: _Toc45387398][bookmark: _Toc45387392]TS 22.104 Annex B (informative): Communication service errors 
B.6 Unacceptable deviation from target end-to-end latency
Messages may be delayed or advanced beyond their permitted arrival time window. Causes for this behaviour include errors in the transmission medium, congested transmission lines, interference, and applications sending messages in such a manner that communication services are delayed or denied.
Message errors can be recovered in the following ways using scheduled or cyclic scans, for instance, in field buses:
a)  immediate repetition;
b)  repetition using spare time at the end of the cycle;
c)  treating the message as lost and waiting for the next cycle to receive the next value.
In case of (a), all subsequent messages in that cycle are slightly delayed, while in case (b) only the resent message is delayed.
Cases (a) and (b) are often not classed as an unacceptable deviation from the target end-to-end latency.
Case (c) would be classed as an unacceptable delay for cyclic, distributed automation functions, unless the cycle repetition interval is short enough to ensure that delays between cycles are not significant and that the next cyclic value can be accepted as a replacement for the missed previous value before the survival time expiries (see Clause C.3) [3].

[bookmark: _Toc45387402][bookmark: _Toc45387413]TS 22.104 Annex C (informative): Characterising communication services 
C.2.3 Influence quantities
Survival time
The maximum survival time indicates the time period the communication service may not meet the application's requirement before the communication service is deemed to be in an unavailable state. 
NOTE 1: The survival time indicates to the communication service the time available to recover from failure. This parameter is thus tightly related to maintainability [7].

[bookmark: _Toc45387414]C.3 Up time and up state vs. down state and down time s
The assessment of periodic deterministic communication services is based on the assessment of successful message transmission over a logical communication link. Message transmission is either:
-	successful, if it is correctly and timely received, or
-	unsuccessful, if it is incorrectly received, lost or untimely.
Up time and down time can be derived from received messages. As far as timely received messages are correct, the logical communication link status is up. If a message loss or an incorrectly or untimely received message is detected the logical communication link status is down. To denote up and down states the terms “up time interval” and “down time interval”, or alternatively “available” and “unavailable” may be used. An example of the relation between logical communication link status, communication service status and application status is presented in Figure C.3-1.


[bookmark: _Ref498436843]Figure C.3-1: Relation between logical communication link, communication service and application statuses (example with lost messages)
The flow of events in Figure C.3-1 is as follows: 
a)	The logical communication link is up and running (blue line is UP). A source device starts sending periodic messages to a target device (orange arrows), on which an automation function (application) is running. The communication service is, from the point of view of the target application, in an up state (violet line is UP) and so is the application (green line is UP). 
b)	The logical communication link status changes to down state if it no longer can support end-to-end transmission of the source device's messages to the target device in agreement with the negotiated communication requirements. Once the application on the target device senses the absence (or unsuccessful reception) of expected messages ("Deadline for expected message" in Figure C.3-1), it will wait a pre-set period before it considers the communication service to be unavailable ; this is the so-called survival time. The survival time can be expressed as 
-	a period or, 
-	especially with cyclic traffic, as maximum number of consecutive incorrectly received or lost messages. 
c)	If the survival time has been exceeded, both the communication service and the application transition into a down state (violet and green lines change to DOWN in Figure C.3-1). The application will usually take corresponding actions for handling such situations of unavailable communication services. For instance, it will commence an emergency shutdown. Note that this does not imply that the target application is "shut off"; rather it transitions into a pre-defined state, e.g. a safe state. In the safe state, the target application might still listen to incoming packets or may try to send messages to the source application. 
d)	Once the logical communication link status is in the up state again (blue line in Figure C.3-1 changes to UP), the communication service state as perceived by the target application will change to the up state. The communication service is thus again perceived as available (violet line changes to UP in Figure C.3-1). The state of the application, however, depends on the counter measures taken by the application. The application might stay in down state if it is in a safe state due to an emergency shutdown. Or, the application may do a recovery and change to up state again. The time needed for the application to return to the up state after the communication service is restored is shown as “Application recovery time” in Figure C.3-1.
The availability of the communication service is calculated using the accumulated down time. For instance, in case the communication service is expected to run for a time T, the unavailability U of the communication service can be calculated as

Where Δti is the length of the i-th downtime interval of the communication service within the time period T. The communication service availability A can then be calculated as 
A = 1–U.


Per our understanding on above definition and descriptions, the survival time indicates the time duration without any anticipated message that the communication service and the application can tolerate. Once a message is not successfully delivered, loss of next messages within the survival time is tolerable. 
Observation 3: Once a message is not successfully delivered, loss of the next messages within the survival time is tolerable.
1.1.2 Potential usage of survival time in RAN
With the above observation, we understand, on one hand, the survival time can be used for recovery from message transmission error and can be used to increase communication service availability. From perspective of RAN in 5GS, after knowing the tolerance level of higher layer, it would be feasible for the gNB scheduler to make use of this information to relax the QoS requirement and achieve more efficient resource utilization, e.g. by changing delay critical GBR resource type to non-GBR or GBR resource types, or by decreasing MCS level of some packets that does not have much impacts on the QoS requirement.
Observation 4: It seems one possible usage of survival time would be to relax the scheduling requirement in RAN after RAN knows the tolerance level of higher layer.
On the other hand, according to the above description, it can be seen that if the survival time has been exceeded, both the communication service and the application will transit into a down state. Furthermore, once the logical communication link status is in the up state again, communication service would be also back to up state again. But application may do a recovery before it can change to up state again. The time needed for the application to return to the up state after the communication service is restored is shown as “Application recovery time” in the figure. In a summary, all these down time interval and application recovery time would cause unnecessary delay or failure for messages transmission even the logical communication link can already be back to up state. Therefore, if RAN can have knowledge of survival time, RAN may recover logical communication link as soon as possible, e.g., before the higher layer survival time has been exceeded. That means, RAN may need to allocate more resources after detecting loss of packets in order to quickly recover from the abnormal state.
Observation 5: It seems another possible usage of survival time would be to guide the RAN to allocate resources reasonably so that the RAN can recover from the abnormal state in time before the higher layer is seriously affected by loss of messages.
Based on the above observations, we have the following proposal:
Proposal 1: It is suggested to define a parameter of survival time in 5GS RAN to enhance RAN scheduling in order to fulfill the higher layer performance requirement about survival time for the communication service and the application.
In order that survival time can be made use of in RAN of 5GS, the first issue may be whether and how to notify the higher layer requirement of survival time from core network to RAN side. Since survival time is used like a QoS parameter for RAN scheduling enhancements per QoS flow in 5GS, we think that TSC assistance information can be used to indicate such higher layer requirement of survival time to gNB through NG interface.
Proposal 1a: It is suggested to introduce a parameter of survival time in TSC assistance information and this can be further discussed by RAN3.
Moreover, according to the service performance requirements listed in TS 22.104 for different use cases, especially the use cases of the periodic deterministic communication service, the survival time can be 0, or equal to 1 or 2 or 3 times of transfer interval. We give more analysis for these cases as following:
· It looks like no survival time requirement are not provided for aperiodic deterministic communication service or mixed traffic communication service. As we understand such survival time only reflects the higher layer’s tolerance on loss of messages and is not directly related to whether the service is periodic, we cannot see the reason/necessity to define survival time requirement for only periodic deterministic communication service. We can ask SA2 about the reason or intention.
· For the case that survival time is equal to the transfer interval, as only one burst would be transmitted during a Periodicity (e.g., a transfer interval) and the related packet should not be delayed more than PDB, we assume survival time would be redundant information and not provide additional assistance for optimization on scheduling in the 5GS. Or another thought may be, if higher layer can tolerate loss of message in such short survival time, it may also allow to extend the PDB a bit. Therefore, we suggest to check with SA2 about the assumption on usage of survival time in the case that survival time is equal to the transfer interval.
· For the case that survival time is equal to several times of transfer interval, we assume higher level allows more tolerance for loss of messages by survival time than that based on PDB. In such case, we’d better ask some clarification from SA2 about relationship/rules among the setting of Periodicity, PDB and survival time. For example, is it possible to provide survival time but without PDB? Or is it possible that survival time is less than PDB?
Proposal 2: It is suggested to send LS to SA2 to further clarify the relationship among the parameters of Periodicity, PDB and survival time, or the rules for setting them.

1.1.3 Possible definition of survival time in RAN
Based on the above analysis, we think the higher layer performance requirement of survival time and that provided to RAN might be a time information. Considering that there are uplink and downlink data transmission in most of applications, we assume higher layer survival time parameter exists in both uplink and downlink communication services. Then when it is introduced into RAN side, we also needs to distinguish between uplink and downlink. 
In uplink transmission, UE can be seen as the sender and gNB can be seen as receiver. It may be more straightforward to let sender (UE) measure loss or failure on packet transmission and perform survival time counting. But it’s still possible for receiver (gNB) to perform this thing since receiver also can identify the failure on packet transmission based on the knowledge of granted resources. However, as there may be several different types (periodic or aperiodic, deterministic or non-deterministic) services sent on UE side and gNB may not be able to map the received packets to the granted resources, the gNB may not be able to accurately start or stop survival time counting. Therefore, we suggest for UL transmission, to let sender (UE) measure loss or failure on packet transmission and perform survival time counting.
Proposal 3: It is suggested to let UE to measure loss or failure on uplink packet transmission and perform survival time counting.
If Proposal 3 can be agreed, the UE should also know the higher layer requirement of survival time. As according to Proposal 1a, the higher layer parameter survival time can only be notified to gNB, we further need to notify this parameter to the UE. One option may be to use NAS-PDU in NAS signaling to directly transfer this survival time information from core network to the UE. Another way may be to let gNB forward this parameter to the UE, e.g., via air interface signaling. It looks like the latter way may involve more parameter forwarding. In addition, considering this parameter is mainly used for enhancements on user plane data scheduling, we prefer the former option.
Proposal 3a: It is suggested to introduce a parameter of survival time in NAS-PDU in NAS signaling.
After UE acquires the results of survival time counting in RAN, on one hand, UE may need to report the related results to gNB in order to enable the scheduling optimization at gNB. On the other hand, if the UE determines the failure based on the results of survival time counting in RAN, the UE can assume that the current service cell may not meet the communication requirements and may trigger the cell reestablishment procedure. This can be a UE implementation.
Proposal 3b: For the case of uplink transmission, it’s suggested to let UE report results of survival time counting to gNB to enable scheduling enhancements for uplink transmission.
For the case of downlink transmission, eNB can implement similar survival time counting based on consecutive incorrectly transmitted or lost packets within a certain time duration. Based on this, the gNB implementation can optimize the scheduling and guarantee to fulfill the relaxed QoS requirement.
Observation 6: In downlink transmission, as long as the gNB can know the higher layer requirement of survival time, the gNB implementation can optimize the scheduling and guarantee to fulfill such requirement.

In addition, another key issue would be how to count survival time in RAN, e.g., when to start counting and when to stop?
Based on roughly understanding, we think it may be straightforward that the survival time counting can be started when the packet transmission lost or fails for the first time. As a packet delayed more than PDB is counted as lost, if PDB is provided, it’s naturally to combine survival time counting with discarding packet based on PDB. This survival time counting can continue as long as there is packet loss, or in other words, the counting can be reset after successful transmission.
[image: 图片1]
Figure 1: Survival time counting based on PDB
If PDB is not available, NACK feedback of the maximum retransmission times in RLC may also be considered for determining whether to start the survival time counting. For example, if the UE receives NACK message from the gNB with the corresponding SN, the UE starts and continues survival time counting.
[image: 图片2]
Figure 2: Survival time counting based RLC NACK
Proposal 4: It is suggested to introduce a method for survival time counting in RAN.

Burst Spread
In SA2, the need has been discussed [3] to reflect the TimeIntervalValue defined for a TSN traffic by the IEEE 802.1Qbv scheduler as part of the TSC assistance information. Furthermore, in the latest study of strengthening the industrial Internet of things support of 5G system [4], the above-mentioned TimeIntervalValue is described as burst spread, and the following description is mentioned.
	TR 23.700-20
5.3.2	Key Issue #3A: Exposure of deterministic QoS
For this Key Issue, the following areas should be studied:
a)	Ability for AF to request absolute delay and jitter requirements, and mechanisms to enable the PCF to determine the 5GS QoS parameters based on the requirements received from AF.
b)	Ability for AF to indicate periodicity, burst size, burst arrival time (as defined in Rel-16 for TSC Assistance information) and Survival Time, optionally burst spread (variation of burst arrival time for DL traffic resulting from jitter on N6, if applicable) along with Time Domain (reference for these parameters) associated with these parameters to the NEF
c)	How to enable an application and 5GS to agree on a TSC configuration that addresses the applications needs and can be supported by 5GS.
6.5.2	Functional Description
The following capabilities are proposed using QoS request from AF:
…….
-	If the AF provides burst spread, the 5GS will provide burst spread as part of TSCAI to the NG-RAN.
…….
6.5.4	Impacts on services, entities and interfaces
The solution has the following impacts:
……
4.	"Burst Spread" is sent from the PCF to the SMF, which uses it to determine a Burst Spread TSCAI parameter.
……


Based on the above information, we observe SA2 has suggested that if the AF provides burst spread, the 5GS will provide burst spread as part of TSCAI to the NG-RAN. 
The next question would be how to make use of this QoS parameter of burst spread in RAN. As mentioned above, such burst spread can reflect the variation of burst arrival time for DL traffic resulting from jitter on core network interface. As burst arrival time that is already included in TSCAI would be used by RAN to decide the SPS configurations for DL traffic, the possible variation of burst arrival time may cause the allocated SPS configurations no longer applicable to the DL traffic, e.g., cause unexpected delay in packet scheduling. By indicating burst spread, RAN can acquire more information about DL traffic characteristics and may assign more suitable configuration, e.g. multiple SPS. The multiple SPS may be feasible to handle variation of burst arrival time with the smallest possible delay. 
In [5], the example solutions with consideration on burst spread have been mentioned, as shown in the following Figure 3:


[bookmark: _Ref11253357][bookmark: _GoBack]Figure 3: Addressing the TSN QoS scheduling jitter with multiple SPS configurations in RAN
In Figure 3, two scheduling options are mentioned: 
· Option 1: A definite packet arrival interval is obtained by combining the instant value (Burst Arrival time) defined in the TSCAI with the time interval (burst spread). A plurality of SPS are configured on the interval, wherein the period of the SPS is consistent with the period of the TSCAI.
· Option 2: Through the combination of the instant value (Burst Arrival time) defined in TSCAI and the time interval (burst spread), the latest time (instant value) at which the data packet may arrive is obtained. Only one SPS is configured at this time, wherein the period of the SPS is consistent with the period of the TSCAI.
For option 2, RAN has no idea about variation of burst arrival time, so the configured SPS is just for the latest time (instant value) at which the data packet may arrive. It’s obvious that if the data packet arrives early, it cannot be scheduled before the time point of configured SPS. The larger the variation of burst arrival time, the more likely the data might arrive earlier, and the greater the delay in scheduling it. Moreover, if option2 is used in RAN, it’s obvious the 5GS doesn’t need to provide burst spread to the RAN. This is inconsistent with SA2 suggestion.
Observation 7: In the downlink transmission, without knowledge of variation of burst arrival time, e.g., the burst spread, the allocated SPS configurations may be not always suitable/applicable to the DL traffic and then cause unexpected delay in packet scheduling.
Therefore, we suggest RAN2 to confirm the necessity mentioned by SA2 that the burst spread parameter should be indicated from core network to the RAN via TSCAI.
Proposal 5: RAN2 confirms the necessity of indicating the burst spread from core network to RAN and this information can be included in TSCAI.
As mentioned above, after knowing of the burst spread, RAN may configure multiple SPS and this can be left to gNB implementation. However, for such case, multiple SPS configurations are kind of redundant configurations with the purpose of adapting to the possible variation of burst arrival time and decreasing the transmission delay. Therefore, multiple SPS configurations based on burst spread may cause unnecessary resources waste. 
At least the following issues need to be resolved:
· Issue 1: After UE successfully receives the DL traffic (maybe earlier than the time point indicated by the burst arrival time), (part of) the configured multiple SPS configuration resources would be no longer needed. In order to save RAN resources, we need to consider whether and how to disable these configured resources, e.g., based on some feedback from UE that no more DL traffic is expected. 
· Issue 2: As details of multiple SPS configuration in such scenario are closely related to the range of the burst spread, if the range of the burst spread is changed, the configured multiple SPS configuration may be no longer suitable. Therefore, we need to consider whether and how to update the multiple SPS configuration timely if some changes have occurred for the burst spread.
Proposal 6: It’s suggested that RAN discuss the possible resources waste issues caused by multiple SPS configurations based on burst spread.

[bookmark: OLE_LINK1]Conclusions
[bookmark: OLE_LINK11][bookmark: OLE_LINK10]In this contribution, we make the following observations and proposals:
Observation 1: As TSC QoS flows use a Delay Critical GBR resource type, the above requirements related to packet delay would be applied to TSC QoS flow.
Observation 2: TSC QoS flow traffic characteristics are included in TSCAI and QoS profile respectively, which are sent to gNB and UE for optimizing scheduling.
Observation 3: Once a message is not successfully delivered, loss of the next messages within the survival time is tolerable.
Observation 4: It seems one possible usage of survival time would be to relax the scheduling requirement in RAN after RAN knows the tolerance level of higher layer.
Observation 5: It seems another possible usage of survival time would be to guide the RAN to allocate resources reasonably so that the RAN can recover from the abnormal state in time before the higher layer is seriously affected by loss of messages.
Observation 6: In downlink transmission, as long as the gNB can know the higher layer requirement of survival time, the gNB implementation can optimize the scheduling and guarantee to fulfill such requirement.
Observation 7: In the downlink transmission, without knowledge of variation of burst arrival time, e.g., the burst spread, the allocated SPS configurations may be not always suitable/applicable to the DL traffic and then cause unexpected delay in packet scheduling.

Proposal 1: It is suggested to define a parameter of survival time in 5GS RAN to enhance RAN scheduling in order to fulfill the higher layer performance requirement about survival time for the communication service and the application.
Proposal 1a: It is suggested to introduce a parameter of survival time in TSC assistance information and this can be further discussed by RAN3.
Proposal 2: It is suggested to send LS to SA2 to further clarify the relationship among the parameters of Periodicity, PDB and survival time, or the rules for setting them.
Proposal 3: It is suggested to let UE to measure loss or failure on uplink packet transmission and perform survival time counting.
Proposal 3a: It is suggested to introduce a parameter of survival time in NAS-PDU in NAS signalling.
Proposal 3b: For the case of uplink transmission, it’s suggested to let UE report results of survival time counting to gNB to enable scheduling enhancements for uplink transmission.
Proposal 4: It is suggested to introduce a method for survival time counting in RAN.
Proposal 5: RAN2 confirms the necessity of indicating the burst spread from core network to RAN and this information can be included in TSCAI.
Proposal 6: It’s suggested that RAN discuss the possible resources waste issues caused by multiple SPS configurations based on burst spread.
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