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Introduction

In this contribution, we discuss bearer mapping of both normal and N3IWF based architecture for L3 UE-to-Network relay and QoS and Security of L3 UE-to-UE relay.
Discussion
2.1 Bearer mapping for L3 U2N relay

Two different L3 U2N relay protocol are captured in clause 4.6.1 of TS38.836, one is legacy L3 U2N relay architecture with new NR characteristic, i.e. SDAP layer, and another one introduces N3IWF function additionally to provide end-to-end security. Further more, in the description of the two protocol stack, it proposes that “No issues are identified to support them from RAN2 perspective, and RAN2 leaves future work to SA2.” . However, from our perspective, how relay UE forwards the remote UE’s data is still not clear,i.e. bear mapping, especially for downlink data. In this chapter, we will discuss some bearer mapping issues related to the two protocol stack.
2.1.1 Normal L3 U2N relay
In Layer 3 UE-to-NW relay , the Remote UE's UP traffic is served by the Relay UE's PDU Session. The complete UE-to-NW path split into two legs: PC5 interface and Uu interface as shown in Figure 1. And the QoS for the relaying functionality is realized by data routing and bearer mapping.
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Figure 1. Architecture model for Layer 3 UE-to-Network Relay
For uplink data of remote UE, it first transmits data to relay UE via PC5 interface. After receiving data from remote UE, the Relay UE supporting NAT functionality replaces the source IP address and the source port number with its own IP address and specifically assigned port number. Meanwhile, the Relay UE records the IP address and port number mapping relationships, then it forwards the IP packet to gNB as it’s own traffic by using it’s own uplink QoS rules and radio bearer configuration. When the gNB/UPF receives this data packet, they route it to the destination, e.g. a  Application Server. 

In consequence, for uplink data, bearer mapping for uplink can be realized by mapping data of remote UE to Uu DRB according to Uplink QoS rules of relay UE.
Observation 1: For uplink data transmission of remote UE with normal L3 UE-to-Network relay architecture, bearer mapping can be realized by relay UE using its uplink QoS rules.

For downlink data of remote UE, the data packet is assembled with destination IP address and destination port number of the Relay UE and is transmitted to the relay UE. Then this packet is delivered to Relay UE via UPF. From the perspective of UPF/gNB, it is definitely a data packet for the Relay UE coming from the network. However, when it reaches the Relay UE, the Relay UE verifies that the destination IP address and destination port number are not for itself but for the remote UE (by using the stored mapping table). The relay UE then replaces the destination IP address and the destination port number with the one originally assigned or used by the remote UE, and then delivers it to the remote UE. 

According to TR 23.287[1], the UE derives PC5 QoS parameters based on the V2X Application Requirements provided by the V2X application layer and the V2X service type according to the PC5 QoS mapping configuration defined in clause 5.1.2.1 of TR 23.287. The UE creates a new PC5 QoS Flow for the derived PC5 QoS parameters. However, When it comes to UE-to-Network relay, there are no Application Requirements and service type for relay UE to derive PC5 QoS rules, the mapping between Uu traffic and PC5 traffic need to be configured for relay UE.
Observation 2: For downlink data transmission of remote UE, there are no information about application requirements and service type for relay UE to derive PC5 QoS rules.
Proposal 1: To realize bearer mapping for downlink data, the mapping between Uu traffic and PC5 traffic shall be considered.
2.1.2 relay with N3IWF
For Remote UE using N3IWF, it’s traffic includes 5GC NAS signaling, IKE signaling and UP traffic. Both of them will be encrypted by IPSec tunnel terminated in N3IWF. From relay UE’s perspective, IP information of all these traffics are fixed, i.e. source IP is remote UE’s IP address allocated by relay UE, and destination IP is N3IWF’s IP address. It is non-reasonable for relay UE to transmit NAS signaling and UP traffic of remote UE indiscriminately.

[image: image2.emf]Remote UE 

N3IWF

Intermediate 

Network

PCF

1b. N2 PDU Session 

modificationRequest

(QoS profile(s) and 

associated QFI,

PDU Session ID,

NAS)

5c. PDU Session 

Modification Command

5a. PDU Session 

Modification Request 

(traffic filter = N3IWF @ 

SPI; GFBR, QoS)

4. Determine the need 

for PDU Session 

Modification?

IKE/IPsec

2a. IKE_CREATE_CHILD_SA Req

(SA, Notify(SPI, QFI(s), PDU Session ID, DSCP, 

Additional QoS Information), Notify(UP_IP_ADDRESS))

IPsec child 

SAs

SMF Relay UE

5b. Establishment of  QoS 

flow corresponding to Step 

5a QoS parameters

3. request for QoS (traffic filter = 

N3IWF @ SPI; GFBR, QoS 

characteristics

0. Remote UE Requests service that requires specific QoS, e.g. PS voice (group) call

6. PC5 session ACK


Figure 2: Service specific QoS establishment procedure

According to the latest SA2’s study, as shown in figure 2, the QoS information of IPSec traffic like GFBR , QoS characteristic will be sent to relay UE by remote UE and a new traffic filter used for N3IWF will be added, as shown in step5a. By using the new traffic filter to satisfy the QoS requirements of UE using N3IWF. Therefore QoS requirements of remote UE’s different traffic (e.g. NAS signaling and UP traffic) can be distinguished and guaranteed. Specifically, remote UE’s different traffic can be recognized by relay UE based on the SPI.
Observation 3: For uplink data of remote UE using N3IWF, QoS requirements of different traffic (e.g. NAS signaling and UP traffic) can be differentiated by uplink traffic filter with SPI.
For UE using N3IWF, as we say above, a new traffic filter is proposed to satisfy QoS requirements of uplink data with different SPI. However, the new traffic filter can only be used in uplink data of Uu interface, how QoS requirements of downlink data with different SPI are satisfied still needs to be discussed. Similarly with solution#45 in 23.752, relay UE can recognize different QoS requirements by SPI of downlink data, as results, SPI needs to be taken into consideration during downlink bearer mapping.
Proposal 2: For the case of N3IWF, the SPI of  downlink traffic needs to be taken into consideration for downlink bearer mapping. 
2.2 L3 U2U relay
2.2.1 QoS

According to the latest SA2’s output[2], solution for QoS handling of L3 U2U relay is proposed.
When a source UE wants to establish unicast communication with a target UE, the source UE will decide the E2E QoS parameters between source UE and target UE based on the application layer requirements and report it to relay UE.After receiving the E2E QoS parameters, especially the PDB, relay UE will split them into two PC5 interfaces. Relay ensures the PDB and PER in the Source side PC5 QoS parameters and Target side PC5 QoS parameters supports the E2E QoS requirements. 
The above QoS solution for L3 U2U relay has no RAN2 impact. In consequence, we can capture the solution in TR and leave other design to SA2.

Proposal 3: Capture the QoS solution#31 for L3 U2U relay of 23.752 in TR, and leave the details to SA2.

2.2.2 Security

In 23.752 solution#10, the general L3 U2U relay procedure was proposed, as shown in following:
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Figure 3: 5G ProSe UE-to-UE Relay operation

According to figure3, both source UE and target UE will establish bearer level security with relay UE, where the bearer level security is the same as R16 sidelink. 

This solution actually can not satisfy E2E security protection requirement. Therefore SA2 also mentions that IPSec can be used for E2E security for IP traffic. Additionally, except IP traffic, solution #49 also mentions that for non-IP traffic using L3 U2U relay, security protection is up to the application implementation.

In conclusion, three candidate solutions (i.e.,  legacy sidelink method, IPSec or application implementation) can be adopted to satisfy security requirement of L3 U2U relay can be realized by, both of them has no RAN2 impacts and the choice of these solutions is up to SA2’s decision.
Proposal 4: Security protection of L3 U2U relay can be realized by legacy sidelink method, IPSec or application implementation, those solutions have no RAN2 impacts and the choice of these solutions us up to SA2’s solution.
Conclusion

Based on the analysis provided above, we have the following observation and proposals:

Observation 1: For uplink data transmission of remote UE with normal L3 UE-to-Network relay architecture, bearer mapping can be realized by relay UE using its uplink QoS rules.

Observation 2: For downlink data transmission of remote UE, there are no information about application requirements and service type for relay UE to derive PC5 QoS rules.
Proposal 1: To realize bearer mapping for downlink data, the mapping between Uu traffic and PC5 traffic shall be considered.
Observation 3: For uplink data of remote UE using N3IWF, QoS requirements of different traffic (e.g. NAS signaling and UP traffic) can be differentiated by uplink traffic filter with SPI.
Proposal 2: For the case of N3IWF, the SPI of  downlink traffic needs to be taken into consideration for downlink bearer mapping. 
Proposal 3: Capture the QoS solution#31 for L3 U2U relay of 23.752 in TR, and leave the details to SA2.
Proposal 4: Security protection of L3 U2U relay can be realized by legacy sidelink method, IPSec or application implementation, those solutions have no RAN2 impacts and the choice of these solutions us up to SA2’s solution.
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